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1. Introduction

Let $P$ be a probability measure on a product space $\Omega = S^I$, where $I$ denotes the d-dimensional lattice $\mathbb{Z}^d$, and where $S$ is some finite state space. We assume that $P$ is ergodic with respect to the group of shift transformations $\theta_i (i \in I)$ defined by $(\theta_i \omega)(k) = \omega(i + k)$. For $n \geq 1$, let $V_n$ denote the box of all sites $i = (i_1, ..., i_d) \in I$ with $|i_i| \leq n$, and let $R_n$ denote the corresponding empirical field

$$R_n(\omega) = \frac{1}{|V_n|} \sum_{i \in V_n} \delta_{\theta_i \omega}.$$ 

We are interested in large deviations of the empirical field from its ergodic behavior

$$\lim_{n \to \infty} R_n(\omega) = P \quad P - a.s.,$$

i.e., in the probability of an event $\{R_n \in A\}$, where $A$ is a set of probability measures on $\Omega$ such that $P$ is not contained in the closure of $A$.

If $P$ is a Gibbs measure with respect to some regular interaction potential $U$, then

$$P[R_n \in A] \sim \exp[-|V_n| \inf h(Q, P)],$$

where $h(Q, P)$ is the relative entropy of $Q$ with respect to $P$.
where the infimum is taken over all stationary measures belonging to $A$, and where $h(Q, P)$ denotes the specific relative entropy of $Q$ with respect to $P$; cf. [1, 8, 10]. But the variational principle for Gibbs measures says that $h(Q, P)$ is equal to 0 if and only if both $P$ and $Q$ belong to the same class $G(U)$ of Gibbs measures specified by $U$. Thus, the infimum in (1.2) may be equal to 0 in the case of a phase transition $|G(U)| > 1$. In such a case, the description (1.2) of large deviations needs further refinement. If $P$ has the local Markov property, then it is natural to replace the volume $|V_n|$ in (1.2) by the surface area $|\partial V_n|$ of $V_n$. For the Ising model, and for large deviations on level (1) where the empirical field $R_n$ is replaced by the average of the values $\omega(i)$ ($i \in V_n$), it is shown in [14] that lower and upper bounds in terms of surface area do exist. In this paper, our purpose is to derive explicit lower bounds for large deviations of the empirical field. These bounds involve a new entropy quantity $s(Q, P)$, which is obtained by computing relative entropies on surfaces.

The key to the lower bound in (1.2) is a Shannon-McMillan theorem for the entropy $h(P)$ of a stationary random field $P$ and its extension to the relative entropy $h(Q, P)$. This is recalled in section 2 and motivates our approach to the critical case. In section 3 we consider random fields $P$ which satisfy a strong form of the 0-1 law on asymptotic events. We introduce the surface entropy $s(P)$ and prove the corresponding Shannon-McMillan theorem. Its extension to the relative surface entropy $s(Q, P)$ in section 4 is more delicate; here we need further regularity properties of $P$. In addition to the Markov property, we assume that the interaction $U$ is attractive and that $P$ is the maximal Gibbs measure $P^+ \in G(U)$. Using monotonicity arguments, we obtain a lower bound of the form

\[
(1.3) \quad \liminf_{n \to \infty} \frac{1}{|\partial V_n|} \log P^+[R_n \in A] \geq - \inf_{\alpha : P_\alpha \in A} \alpha^{1-1/d} s(P^-, P^+)
\]

which involves the mixtures $P_\alpha = \alpha P^- + (1-\alpha)P^+$ of the maximal Gibbs measure $P^+$ and the minimal Gibbs measure $P^-$. In the special case of the two-dimensional Ising model, these results on lower bounds form one part of [12]; the other part of [12] contains upper bounds in terms of $s(P^-, P^+)$. 
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2. Large deviations and entropy

Let $\mathcal{M}(\Omega)$ denote the compact space of probability measures on $\Omega = S^I$. For $J \subseteq I$ we denote by $\omega_J$ the restriction of $\omega \in \Omega$ to $J$, by $\mathcal{F}_J$ the $\sigma$-field generated by the map $\omega \rightarrow \omega_J$, and by $P_J$ the distribution of $\omega_J$ under $P \in \mathcal{M}(\Omega)$. For a stationary measure $P \in \mathcal{M}(\Omega)$, the specific entropy is given by

$$h(P) = \lim_{n \to \infty} \frac{1}{|V_n|} H(P_{V_n})$$

and satisfies

$$h(P) = \int H(P_0[\cdot | \mathcal{F}_{\{i|i<0\}}](\omega)) P(d\omega)$$

where "<" denotes the lexicographical order on $\mathbb{Z}^d$ and $P_0[\cdot | \mathcal{F}_J]$ is the conditional distribution of $\omega_{\{0\}}$ with respect to $\mathcal{F}_J$ and $P$. Moreover, there is a Shannon-McMillan theorem behind the existence of the limit in (2.1):

$$\lim_{n \to \infty} \frac{1}{|V_n|} \log P[\omega_{V_n}] = -E[H(P_0[\cdot | \mathcal{F}_{\{i|i<0\}}]) | \mathcal{J}] \text{ in } L^1(P)$$

and even $P - a.s.$, where $P[\omega_V]$ denotes the measure of the cylinder set determined by $\omega_V$, and where $\mathcal{J}$ is the $\sigma$-field of shift-invariant sets; cf. [2, 15, 9, 5, 11].

(2.4) **Remark.** For two probability measures $\mu$ and $\nu$ on some finite set $E$ we use the notation

$$H(\mu) = - \sum_{x \in E} \mu(x) \log \mu(x)$$
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for the entropy of \( \mu \) and

\[
H(\mu, \nu) = \sum_{x \in E} \mu(x) \log \frac{\mu(x)}{\nu(x)}
\]

\( (:= \infty \text{ if } \mu \not\ll \nu) \) for the relative entropy of \( \mu \) with respect to \( \nu \).

Now suppose that \( P \) is a stationary Gibbs measure; the precise definition will be given below. Then the specific relative entropy

\[
h(Q, P) = \lim_{n \to \infty} \frac{1}{|V_n|} H(Q_{V_n}, P_{V_n})
\]

exists for any stationary measure \( Q \in \mathcal{M}(\Omega) \), and the Shannon-McMillan theorem above can be extended as follows:

\[
\lim_{n \to \infty} \frac{1}{|V_n|} \log \frac{Q_{[\omega_{V_n}]} \cdot P_{[\omega_{V_n}]} \cdot P[R_n \in A]}{P(\omega_{V_n})} = h(Q_\omega, P) \quad \text{in } L^1(Q)
\]

and even \( Q \)-a.s., where \( Q_\omega \) denotes the ergodic component of \( Q \) associated to \( \omega \) via \( \mathcal{J} \); cf. [5, 11, 7]. This relative entropy governs the large deviations in (1.2). The precise formulation is as follows [1, 8, 10]:

(2.6) **Theorem.** If \( A \subseteq \mathcal{M}(\Omega) \) is open then

\[
\liminf_{n \to \infty} \frac{1}{|V_n|} \log P[R_n \in A] \geq -\inf h(Q, P),
\]

where the infimum is taken over all stationary measures \( Q \in A \); the corresponding upper bound holds if \( A \) is closed.

In the proof of the lower bound (2.7), the key idea is to replace \( P \) by a new measure \( Q \) such that the large deviation under \( P \) becomes normal behavior under \( Q \). More precisely, let \( Q \in A \) be ergodic. Since \( A \) is open, the ergodic theorem implies

\[
\lim_{n \to \infty} Q[R_n \in A] = 1
\]
It is no loss of generality to assume that $A \in \mathcal{F}_V$ for some finite $p$, and to redefine $R_n$ as the empirical field over $V_{n-p}$ so that $\{R_n \in A\} \in \mathcal{F}_V$. Let $\phi_n$ denote the density of $Q$ with respect to $P$ on $\mathcal{F}_V$ which appears in (2.5). Then we can write
\[
P[R_n \in A] \geq P[R_n \in A, \frac{1}{|V_n|} \log \phi_n \leq h(Q, P) + \epsilon] \geq \exp(-h(Q, P) - \epsilon) Q[R_n \in A, \frac{1}{|V_n|} \log \phi_n \leq h(Q, P) + \epsilon],
\]
and so the lower bound
\[
\liminf_{n \to \infty} \frac{1}{|V_n|} \log P[R_n \in A] \geq -h(Q, P)
\]
follows from (2.8) and from the Shannon-McMillan theorem (2.5). In order to complete the proof of (2.7), one has to approximate any stationary measure $Q$ by ergodic measures $Q_n$ in such a way that $\lim_n h(Q_n, P) = h(Q, P)$; cf. [8]. Here again, the assumption that $P$ is a Gibbs measure comes in. Let us now recall the precise definition.

Let $U = (U_v)_{V \text{ finite}}$ be a stationary interaction potential with
\[
\sum_{V \ni 0} \|U_V\| < \infty;
\]
cof [13]. For $\xi, \eta \in \Omega$ we define the conditional energy of $\xi$ on $V$ given $\eta$ on $V^c$ as
\[
E_V(\xi | \eta) = \sum_{W \cap V \neq \emptyset} U_W(\zeta)
\]
where $\zeta_V = \omega_V$ and $\zeta_{I-V} = \eta_{I-V}$.

**Definition.** $P$ is called a *Gibbs measure* with respect to $U$, and we write $P \in \mathcal{G}(U)$, if for any finite $V \subseteq I$ the conditional distribution of $\omega_V$ under $P$ with respect to $\mathcal{F}_{I-V}$ is given by
\[
P[\omega_V = \xi_V | \mathcal{F}_{I-V}](\eta) = \pi_V(\xi | \eta) := \frac{1}{Z_V(\eta)} \exp[-E_V(\xi | \eta)],
\]
with normalizing factor \( Z_V(\eta) \).

**Remark.** If \( U \) is a nearest neighbor potential then any \( P \in \mathcal{G}(U) \) has the local Markov property, i.e.,

\[
E[\phi \mid \mathcal{F}_{I-V}] = E[\phi \mid \mathcal{F}_{\partial V}]
\]

(2.12) for any finite \( V \subset I \) and for any \( \mathcal{F}_V \)-measurable \( \phi \geq 0 \), where the boundary \( \partial V \) is defined as the set of all sites \( i \in I - V \) which have distance 1 to \( V \). In that case, \( P \) is also called a Markov field.

The variational principle for Gibbs measures of Lanford and Ruelle can now be stated as follows: Among all stationary measures \( Q \in \mathcal{M}(\Omega) \), the Gibbs measures in \( \mathcal{G}(U) \) can be characterized by the fact that they have relative entropy

\[
h(Q,P) = 0
\]

with respect to the given Gibbs measure \( P \in \mathcal{G}(U) \); cf. [5, 13].

Let us now reconsider the description (2.6) of large deviations in the case of a phase transition \( |\mathcal{G}(U)| \neq 1 \). It may then happen that \( A \) contains some stationary measure \( Q \in \mathcal{G}(U) \) even though \( P \) is not contained in the closure of \( A \). Thus, the right side of (2.7) is equal to 0, and so we need a more refined description. The key idea above for proving a lower bound is still valid; the point is that we need a refined version of the Shannon-McMillan theorem. Consider two stationary Gibbs measures \( P, Q \in \mathcal{G}(U) \), and assume that the local Markov property (2.12) holds. Since both \( P \) and \( Q \) have the same conditional distribution on \( S^V \) given the configuration on the boundary \( \partial V \), we have

\[
H(Q_{V \cup \partial V}, P_{V \cup \partial V}) = H(Q_{\partial V}, P_{\partial V}).
\]

It is therefore natural to look for a Shannon-McMillan theorem for the specific entropy quantities

\[
\frac{1}{|\partial V_n|} H(P_{\partial V_n}) \quad \text{and} \quad \frac{1}{|\partial V_n|} H(Q_{\partial V_n}, P_{\partial V_n})
\]
on surfaces rather than volumes.

3. A Shannon-McMillan theorem for surface entropy

If $P$ is ergodic then $P$ satisfies a 0-1 law on the $\sigma$-field $\mathcal{J}$ of shift-invariant events. $\mathcal{J}$ is contained, modulo $P$, in the $\sigma$-field

$$\mathcal{A} := \bigcap_{V \text{ finite}} \mathcal{F}_{I-V}$$

of asymptotic events, and if $P$ is also an extreme point in $\mathcal{G}(U)$ then the 0-1 law extends from $\mathcal{J}$ to $\mathcal{A}$. Often one can go even further:

(3.1) **Definition.** Let us say that $P$ satisfies the **strong 0-1 law** if for any $J \subset I$ the $\sigma$-field $\mathcal{F}_J$ coincides modulo $P$ with the $\sigma$-field

$$\mathcal{F}_J^* := \bigcap_{V \text{ finite}} \mathcal{F}_{J \cup (I-V)}.$$

(3.2) **Remarks.**

1) For $J = \emptyset$ the strong 0-1 law reduces to the 0-1 law on $\mathcal{A}$.

2) The following condition is equivalent to (3.1): For any $J \subset I$, the conditional distribution $P[\cdot | \mathcal{F}_J]$ can be chosen in such a way that, for $P$-almost all $\omega$, the measure $P_{I-J}[\cdot | \mathcal{F}_J](\omega)$ satisfies a 0-1 law on the $\sigma$-field of asymptotic events in $S^{I-J}$. In this form, the strong 0-1 law has been verified for the maximal and the minimal Gibbs measure with respect to an attractive interaction potential; cf. [6].

3) For a Markov field the strong 0-1 law implies the **global Markov property**, i.e.,

$$E[\phi | \mathcal{F}_{I-J}] = E[\phi | \mathcal{F}_{\partial J}]$$
for any $\mathcal{F}_J$-measurable $\phi \geq 0$ and for any $J \subseteq I$. In fact, we may assume that $\phi$ only depends on the sites in some finite $W \subseteq J$, and then (3.1) implies, $P$-a.s.,

$$E[\phi|\mathcal{F}_{I-J}] = E[\phi|\mathcal{F}_{I-J}^*] = \lim_{n \to \infty} E[\phi|\mathcal{F}_{(I-J)\cup(I-V_n)}]$$

$$= \lim_{n \to \infty} E[\phi|\mathcal{F}_{\partial J\cup(I-V_n)}]$$

$$= E[\phi|\mathcal{F}_{\partial J}] = E[\phi|\mathcal{F}_{\partial J}]$$

where we use martingale convergence in the second and the fourth step, and the local Markov property (2.12) for $V_n \supseteq W$ in the third.

Let us now assume that $P$ satisfies the strong $0-1$ law. For $l = 1, \ldots, d$ let $P^{(l)}$ denote the projection of $P$ on the coordinates in $I^{(l)} = \{ i \in I | i_l = 0 \}$. $P^{(l)}$ can be viewed as an ergodic random field on $\mathbb{Z}^{d-1}$, and we denote by $h(P^{(l)})$ its specific entropy as defined in section 2. Formula (2.2) for $h(P^{(l)})$, rewritten in terms of $P$, takes the form

$$(3.4) \quad h(P^{(l)}) = \int H(P_{0}[\cdot|\mathcal{F}^{(l)}](\omega)) P(d\omega)$$

where $\mathcal{F}^{(l)}$ denotes the $\sigma$-field generated by those coordinates $i \in I^{(l)}$ which precede 0 in the lexicographical order on $I^{(l)} \cong \mathbb{Z}^{d-1}$.

The following theorem introduces the surface entropy $s(P)$ of $P$, computes $s(P)$ in terms of the specific entropies $h(P^{(l)})$, and provides the corresponding Shannon-McMillan theorem:

$$(3.5) \textbf{Theorem. The surface entropy}$$

$$(3.6) \quad s(P) := \lim_{n \to \infty} \frac{1}{|\partial V_n|} H(P_{\partial V_n})$$

exists and satisfies
(3.7) \[ s(P) = \frac{1}{d} \sum_{i=1}^{d} h(P(i)). \]

Moreover,

(3.8) \[ s(P) = -\lim_{n \to \infty} \frac{1}{|\partial V_n|} \log P[\omega_{\partial V_n}] \quad \text{in } L^1(P). \]

**Proof.** In order to keep the notation simple, let us consider the case \( d = 2 \). For a box \( V_n \) we split \( P[\omega_{\partial V_n}] \) into a product of successive conditional probabilities along the four sides, and on each side in increasing order; for \( d > 2 \) we would use the lexicographical order on each side. Thus,

\[
\log P[\omega_{\partial V_n}] = \sum_{t \in \partial V_n} \log P_0[\omega(0)|\omega_{L(k(n,t))\cup W(n,t)}] \circ \theta_t
\]

where we put

\[
L(k) = \{i \in I^{(l)}|i < 0\} \cap V_k
\]

for those \( t \) which lie on a side parallel to \( I^{(l)} \),

\[
k(n, t) = \min(t_l + n - 1, n - t_l - 1),
\]

and where \( W(n,t) \) is some finite set contained in \( V_{k(n,t)}^c \).

In 2) we are going to show that

(3.9) \[ \lim_{k} \sup_{W \subseteq V_k^c} \|P_0[\omega(0)|\omega_{L(k)} \cup W] - P_0[\omega(0)|F^{(l)}](\omega)\| = 0 \]

in \( L^1(P) \). As in the usual proof of the Shannon-McMillan theorem, one can now pass to the \( L^1(P) \)-convergence of the corresponding logarithmic terms; for a Gibbs measure \( P \), the conditional probabilities are bounded away from...
0 anyway. On any of the four sides, say on \{ (t_1, t_2) | -n \leq t_1 < n, t_2 = n \},
the contribution to the n-th term on the right side of (3.8) can thus be reduced to the form

\begin{equation}
\frac{-1}{2d} \frac{1}{2n} \sum_{-n \leq t_1 < n} \log P_0[\omega(0)|\mathcal{F}(1)] \circ \theta_{t_1} \circ \theta_n.
\end{equation}

Applying the \((d - 1)\)-dimensional ergodic theorem as in the usual proof of the Shannon-McMillan theorem for \(d = 2\), and as in [5] for \(d > 2\), we obtain the convergence

\[- \lim_{n} \frac{1}{2n} \sum_{-n \leq t_1 < n} \log P_0[\omega(0)|\mathcal{F}(1)] \circ \theta_{t_1} = -E[\log P_0[\cdot|\mathcal{F}(1)]] = h(P^{(1)})\]

in \(L^1(P)\). This implies the convergence of (3.10) to \((2d)^{-1} h(P^{(1)})\). Summing up over the \(2d\) sides we obtain the convergence in \(L^1(P)\) of the right side of (3.8) to the right side of (3.7), and this implies (3.8) and (3.7).

2) In order to prove (3.9) it is enough to show

\[\lim_{k} \sup_{W \subseteq V_k} \|P_0[s \omega_{L(k)} \cup W] - P_0[s \mathcal{F}(1)](\omega)\| = 0\]

for fixed \(s \in S\). But this is of the form (3.12) below, with \(B_k := \mathcal{F}_{L(k)}\),
\(C_k := \mathcal{F}_{L(k)} \cup W\), \(B_k^* := \mathcal{F}_{(I-V_k) \cup L(k)}\), and \(B_\infty = \mathcal{F}(1)\). The strong 0-1 law for \(P\) implies \(B_\infty = B_\infty^* := \cap_k B_k^* \mod P\), and so it is enough to apply the following lemma.

\begin{equation}
(3.11) \textbf{Lemma.} \text{ Consider } \sigma\text{-fields } B_k \subseteq B_k^* \text{ (} k = 1, 2, \ldots \text{) increasing to } B_\infty \text{ resp. decreasing to } B_\infty^*, \text{ and assume that } B_\infty = B_\infty^* \mod P.
\end{equation}

Then

\begin{equation}
(3.12) \lim_{k \to \infty} \sup_{B_k \subseteq C_k \subseteq B_k^*} \|E[\phi|C_k] - E[\phi|B_\infty]\| = 0 \quad \text{in } L^1(P)
\end{equation}
for any $\phi \in L^1(P)$.

**Proof.** Put $\phi_k = E[\phi|B_k]$ and $\phi_k^* = E[\phi|B_k^*]$ for $k = 1, \ldots, \infty$. If $B_k \subseteq C_k \subseteq B_k^*$ then, by projectivity and contraction,

$$||\phi_\infty - E[\phi|C_k]|| = ||\phi_\infty - E[\phi_k^*|C_k]||$$

$$\leq ||\phi_\infty - \phi_k|| + ||\phi_k - E[\phi_\infty^*|C_k]|| + ||E[\phi_\infty^*|C_k] - E[\phi_k^*|C_k]||$$

$$\leq ||\phi_\infty - \phi_k|| + ||\phi_k - \phi_\infty^*|| + ||\phi_\infty^* - \phi_k^*||,$$

and this converges to 0 by forward and backward martingale convergence, since $\phi_\infty = \phi_\infty^*$ by assumption.

### 4. Large deviations and phase transition

In this section we assume the Markov property (2.11). We also assume that the interaction is attractive with respect to some total order $\leq$ on $S$, in the sense of [13] (9.7). Let $P^+$ and $P^-$ denote the maximal and the minimal Gibbs measure; a phase transition occurs if and only if $P^+ \neq P^-$. Both $P^+$ and $P^-$ are ergodic, and they also satisfy the strong 0-1 law (3.1); cf. [6]. In particular, both $P^+$ and $P^-$ have the global Markov property (3.3).

(4.1) **Definition.** The relative surface entropy of $P^-$ with respect to $P^+$ is defined as

$$s(P^-, P^+) := \frac{1}{d} \sum_{l=1}^{d} \int H(P_0^-[\cdot | F^{(l)}](\omega), P_0^+[\cdot | F^{(l)}](\omega)) P^-(d\omega).$$

Let us first explain the definition. For fixed $J \subseteq I$ and $\omega \in \Omega$ we introduce the conditional local specification on $S^{I-J}$ defined by

$$\pi_{V,J}^\omega(\xi | \eta) := \pi_V(\xi | \zeta).$$
for any finite $V \subseteq I - J$, where $\zeta$ coincides with $\eta$ on $I - J$ and with $\omega$ on $J$. This specification is again attractive. We denote by $P^+ [\cdot | \mathcal{F}_J] (\omega)$ the product of the corresponding maximal Gibbs measure on $S^{I - J}$ with $\delta_{\omega_J}$ on $S_J$; as shown in [6], $P^+ [\cdot | \mathcal{F}_J] (\cdot)$ is indeed a conditional probability for $P^+$ with respect to $\mathcal{F}_J$. In particular, the projection $P^+_0 [\cdot | \mathcal{F}(l)] (\omega)$ of $P^+ [\cdot | \mathcal{F}(l)] (\omega)$ on the coordinate $0 \in I$ is now defined in a canonical manner which does not involve the null sets of $P^+$. Thus, the integral with respect to $P^-$ in the definition of $s(P^-, P^+)$ does make sense.

We are going to consider large deviations for $P = P^+$ which are of the form $\{ R_n \in A \}$, where $A$ is an open set in $\mathcal{M}(\Omega)$ such that $P^+ \not\subseteq A$ but

$$A \cap \{ P_\alpha | 0 < \alpha \leq 1 \} \neq \emptyset,$$

with $P_\alpha := \alpha P^- + (1 - \alpha) P^+$. The following theorem gives a lower bound in terms of the relative surface entropy of $P^-$ with respect to $P^+$:

(4.2) **Theorem.** If $A \subseteq \mathcal{M}(\Omega)$ is open then

$$\liminf_{n \to \infty} \frac{1}{|\partial V_n|} \log P^+[R_n \in A] \geq - \inf_{\alpha : P_\alpha \in A} \alpha^{1 - 1/d} s(P^-, P^+).$$

**Proof.** 1) The key idea is the same as in the proof of the lower bound (2.7): we are going to switch from $P = P^+$ to a new measure such that the large deviation becomes normal behavior under this new measure, and such that the corresponding Radon-Nikodym density will induce the lower bound (4.2).

Suppose that $P_\alpha \in A$ for some $\alpha \in (0, 1]$. Since $A$ is open, we can choose open neighborhoods $A^+$ and $A^-$ of $P^+$ resp. $P^-$ such that

$$\alpha A^- + (1 - \alpha) A^+ \subseteq A.$$

Without loss of generality we may assume that $A^+, A^- \in \mathcal{F}_{V_p}$ for some finite $p \geq 1$. Now put $C_n = V_k(n)$ and $D_n = V_n - V_l(n)$ with $k(n) \leq l(n) \leq n$ such
that
\[ \lim_{n \to \infty} \frac{|C_n|}{|V_n|} = \alpha, \quad \lim_{n \to \infty} \frac{|D_n|}{|V_n|} = 1 - \alpha. \]

For \( \alpha = 1 \) we take \( C_n = V_n \), for \( \alpha < 1 \) we choose \( l(n) \) such that

\[ \lim_{n \to \infty} (l(n) - k(n)) = \infty. \]

Define
\[ R_n^- = \frac{1}{|C_{n,p}|} \sum_{i \in C_{n,p}} \delta_{\theta_i \omega} \]
and
\[ R_n^+ = \frac{1}{|D_{n,p}|} \sum_{i \in D_{n,p}} \delta_{\theta_i \omega} \]
with \( C_{n,p} = V_{k(n) - p} \) and \( D_{n,p} = V_{n - p} - V_{l(n) + p} \). Then

\[ \{R_n^- \in A^-\} \in \mathcal{F}_{C_n}, \quad \{R_n^+ \in A^+\} \in \mathcal{F}_{D_n}, \]
and
\[ \{R_n \in A\} \supset \{R_n^- \in A^-\} \cap \{R_n^+ \in A^+\} =: \Lambda_n \]
for large enough \( n \).

2) Let us now introduce the measure
\[ Q_n = P_{C_n}^- \otimes P_{I-C_n}^+. \]
In particular, \( Q_n \) coincides with \( P^- \) on \( \mathcal{F}_{C_n} \) and with \( P^+ \) on \( \mathcal{F}_{D_n} \) and makes these \( \sigma \)-fields independent. Thus,

\[ Q_n[\Lambda_n] = P^-[R_n^- \in A^-] P^+[R_n^+ \in A^+] \]
due to (4.4), and the ergodic theorem for \( P^+ \) and \( P^- \) implies

\[ \lim_{n \to \infty} Q_n[\Lambda_n] = 1. \]
For $c > 0, \epsilon > 0$ and for large enough $n$ we can write

\[
P^+\{R_n \in A\} \geq P^+\{\Lambda_n\}
\]

\[
\geq \exp[-(c + \epsilon)|\partial V_n|]\ Q_n[\Lambda_n \cap \{ \frac{1}{|\partial V_n|} \log \phi_n \leq c + \epsilon \}]
\]

where $\phi_n$ denotes the density of $Q_n$ with respect to $P^+$ on $F_{C_n \cup D_n}$. Due to (4.6), the lower bound

\[
\lim_{n \to \infty} \frac{1}{|\partial V_n|} \log P^+\{R_n \in A\} \geq -c
\]

follows if $c$ is chosen such that

\[
(4.7) \quad \lim_{n \to \infty} Q_n[\{ \frac{1}{|\partial V_n|} \log \phi_n \leq c + \epsilon \}] = 1
\]

for any $\epsilon > 0$.

3) We want to show that (4.7) holds with $c = \alpha^{1-1/d} s(P^-, P^+)$. Since $Q_n = P^+$ on $D_n$, and since both $P^-$ and $P^+$ belong to $G(U)$, we can write

\[
\phi_n(\omega) = \frac{P^-[\omega_{C_n}]}{P^+[\omega_{C_n} \mid \omega_{D_n}]} = \frac{P^-[\omega_{B_n}]}{P^+[\omega_{B_n} \mid \omega_{D_n}]}
\]

where $B_n = \partial V_{k(n)-1}$ is the boundary of the interior of $C_n$. Going around the sides of $B_n$ and using the lexicographical order on each side as in the proof of (3.5) we obtain

\[
(4.8) \quad \frac{1}{|\partial V_n|} \log \phi_n(\omega) = \frac{1}{|\partial V_n|} \sum_{t \in B_n} Z_{n,t} \circ \theta_t
\]

with

\[
Z_{n,t} = X_{n,t} - Y_{n,t}
\]

and

\[
X_{n,t}(\omega) = \log P_0^-[\omega(0) \mid \omega_{L(k(n,t)) \cup A(n,t)}],
\]

\[
Y_{n,t}(\omega) = \log P_0^+[\omega(0) \mid \omega_{L(k(n,t)) \cup B(n,t)}].
\]
For a site \( t \) which lies on a side parallel to \( I^{(l)} = \{ i \in I \mid i_l = 0 \} \), \( k(n, t) \) denotes the minimum of \( l(n) - k(n) \) and the distance from \( t \) to the boundary of that side, \( L(k) \) is the set of all sites in \( I^{(l)} \) which precede 0 in the lexicographical order and which also belong to \( V_k \), and \( A(n, t) \) and \( B(n, t) \) are finite sets such that

\[
A(n, t) \subseteq B(n, t) \subseteq V(k(n, t))^c.
\]

\( A(n, t) \) is obtained by shifting a subset of \( B_n \subseteq C_n \), and so the behavior of \( X_{n,t} \) under \( Q_n \) is the same as under \( P^- \). But the proof of (3.5) shows that

\[
\lim_{n \to \infty} \frac{1}{|B_n|} \sum_{t \in B_n} X_{n,t} \circ \theta_t = -s(P^-) \quad \text{in } L^1(P^-).
\]

4) We still have to control the behavior of \( Y_{n,t} \) under \( Q_n \), and it is here that we are going to use the monotonicity properties of an attractive interaction. To begin with, the proof of (3.5) shows that the convergence in (4.9) is not changed if we replace \( X_{n,t} \) by

\[
X_{n,t}^- = \log P_0^- [\omega(0) \mid \omega_{L(k(n,t))}^-]
\]

where \( \omega_{L(k)}^- \) is equal to \( \omega \) on \( L(k) \) and assumes the minimal state in \( S \) outside of \( V_k \). Put

\[
Z_{n,t}^- = X_{n,t}^- - Y_{n,t}.
\]

Now we use the law of large numbers for martingales with bounded increments in its \( L^2 \)-form in order to replace

\[
\frac{1}{|B_n|} \sum_{t \in B_n} Z_{n,t}^- \circ \theta_t
\]

by

\[
\frac{1}{|B_n|} \sum_{t \in B_n} E_{Q_n}[Z_{n,t}^- \circ \theta_t \mid A_{n,t}]
\]
where \( A_{n,t} \) is the \( \sigma \)-field generated by the sites in \( D_n \) and by those sites in \( B_n \) which precede \( t \) in our ordering of \( B_n \). But these conditional expectations

\[
E_{Q_n}[Z_{n,t} \circ \theta_t | A_{n,t}](\omega)
\]

can be written as

\[
H(P_0^- [\cdot | \omega_{L(k(n,t))}^L], P_0^+ [\cdot | \omega_{L(k(n,t)) \cup B(n,t)}]) \circ \theta_t.
\]

The measure

\[
\mu := P_0^+ [\cdot | \omega_{L(k(n,t)) \cup B(n,t)}]
\]

is larger than the measure

\[
\nu := P_0^- [\cdot | \omega_{L(k(n,t))}^L],
\]

in the sense that the density \( d\mu/d\nu \) is an increasing function with respect to the order on \( S \); cf. [13] Th. (9.4). The relative entropy in (4.10) increases if we replace \( \mu \) by the even larger measure

\[
\lambda := P_0^+ [\cdot | \omega_{L(k(n,t))}^L]
\]

where \( \omega_{L(k)}^+ \) is defined in analogy to \( \omega_{L(k)}^- \):

\[
H(\nu, \lambda) = H(\nu, \mu) + \int \log \frac{d\mu}{d\lambda} d\nu \\
\geq H(\nu, \mu) + \int \log \frac{d\mu}{d\lambda} d\mu \\
= H(\nu, \mu) + H(\mu, \lambda) \\
\geq H(\nu, \mu).
\]

Now we use the sure convergence of \( P_0^+ [\cdot | \omega_{L(k(n,t))}^L] \) to \( P_0^+ [\cdot | \mathcal{F}^{(1)}](\omega) \) in order to obtain

\[
\lim_{n \to \infty} \frac{1}{|B_n|} \sum_{t \in B_n} H(P_0^- [\cdot | \omega_{L(k(n,t))}^L], P_0^+ [\cdot | \omega_{L(k(n,t))}^L]) \circ \theta_t = s(P^-, P^+).
\]
in $L^1(P^-)$. Putting all these steps together, and passing from convergence in $L^1(P^-)$ to stochastic convergence in terms of $Q_n$, we obtain
\[
\lim_{n \to \infty} Q_n \left[ \frac{1}{|B_n|} \sum_{t \in B_n} Z_{n,t} \circ \theta_t \geq s(P^-, P^+) + \epsilon \right] = 0
\]
for any $\epsilon > 0$. Since
\[
\lim_{n \to \infty} \frac{|B_n|}{|\partial V_n|} = \alpha^{-1/d},
\]
this is equivalent to (4.7) with $c = \alpha^{-1/d} s(P^-, P^+)$. 
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