NICOLAI V. KRYLOV

Fully nonlinear second order elliptic equations : recent development


<http://www.numdam.org/item?id=ASNSP_1997_4_25_3-4_569_0>
Abstract. A short discussion of the history of the theory of fully nonlinear second-order elliptic equations is presented starting with the beginning of the century. Then an account of the explosion of results during the last decade is given. This explosion is based entirely on a generalization for nondivergence form linear operators of the celebrated De Giorgi result bearing an Hölder continuity. This is an extended version of a 1.5 hour talk at Mathfest, Burlington, Vermont, Aug 6-8, 1995.

Mathematics Subject Classification (1991): 35J60.

1. Introduction

It seems Bernstein [8] in 1910 was the first to introduce general methods of solving nonlinear elliptic equations. These are: the method of continuity and the method of a priori estimates. He considered equations with two independent variables and showed that for proving the solvability of such equations it suffices to establish a priori estimates for absolute values of the first two derivatives of solutions. For Bernstein the equation

\begin{equation}
F(D^2u, Du, u, x) = 0 \quad x \in \Omega,
\end{equation}

where \( \Omega \) is a domain in \( \mathbb{R}^d \), should be called elliptic if the matrix \( (F_{ij}) \) is definite. This definition is quite natural when the equation is linear with respect to second order derivatives, but is not of much help for fully nonlinear equations.

For example, before 1910 in 1903 Minkowski [65] proved existence and uniqueness of convex surface with prescribed Gaussian curvature in Euclidean space. He did not prove however that this surface is from class \( C^2 \).

Analytically, the Minkowski problem involves solving a highly nonlinear partial differential equation of Monge-Ampère type. An example of such an
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equation, for a convex function \( u(x) = u(x_1, \ldots, x^d) \) defined in a domain in \( \mathbb{R}^d \) is the following simplest Monge-Ampère equation

\[
\det D^2 u(x) = f(x),
\]

where \( f(x) \) is a given function. This equation is not elliptic in the sense of Bernstein.

It turns out that (1.2) and similar equations can be well understood even for non differentiable functions, so that one can investigate generalized solutions. This was done by Aleksandrov [1] in 1958 and led to some remarkable results for linear equation which 20 years later turned out to constitute the basis of the general theory of fully nonlinear elliptic equations. We mean the so-called Aleksandrov maximum principle and Aleksandrov estimates (see [2] and [3]).

The smoothness of Minkowski's two-dimensional generalized solution was studied by well-known mathematicians, such as Lewy [5], Miranda [6], Pogorelov [7], Nirenberg [8], Calabi [9], Bakelman [10]. In 1971 that is 68 years after Minkowski's work, Pogorelov in [11] finally proved that the solution is indeed from class \( C^2 \) in multidimensional case. Nevertheless his proofs in [11] and [12] contained what looked like a vicious circle and only in 1977 Cheng and Yau [13] showed how to avoid it.

To prove the existence of solutions of equations like (1.2) by the methods known before 1981 was no easy task. It involved finding a priori estimates for solutions and their derivatives up to the third order. Big part of the work is based on differentiating (1.2) three times and on certain extremely cleverly organized manipulations invented by Calabi. After 1981 the approach to fully nonlinear equations changed dramatically. We discuss this in Section 3.

Until 1971 the theory of fully nonlinear elliptic equations only consisted of the theory of Monge-Ampère equations. In 1971 appeared the so-called Bellman equations which stemmed from the theory of controlled diffusion processes. The typical representative of Bellman’s equations is the following:

\[
\sup_{\beta \in \mathcal{A}} \{a^{ij}(\beta, u, u, x)u_{x_i x_j} + b(\beta, u, u, x)\} = 0,
\]

where \( \mathcal{A} \) is a set and \( (a^{ij}) = (a^{ij})^* \geq 0 \).

To non specialists equations in form (1.3) might look artificial. Indeed, equations which arise in other fields of mathematics look different. For example, in many natural geometrical applications there appear equations like the Monge-Ampère equations and prescribed curvature equations

\[
\det(u_{x x}) = f(u_x, u, x),
\]

or more general equations

\[
H_m[u] = f(u_x, u, x),
\]
where $H_m$ denotes the $m$-th symmetric polynomial of the curvature matrix of the graph of $u$. Equations of the form of the complex Monge-Ampère equation:

\[(1.6) \quad \det(u_{zz}) = f(u, u, z),\]

are also very popular in the literature. These equations arise in complex geometry and complex analysis. The following equation

\[(1.7) \quad \text{Im} \det(I + iD^2u) = 0,\]

where $I$ is the $d \times d$ unit matrix, comes from the theory of calibrated geometries (see Caffarelli, Nirenberg and Spruck [16]) in connection with absolutely volume-minimizing submanifolds of $\mathbb{R}^{2d}$. Its particular case (when $d = 3$)

\[\det D^2u = \Delta u + f\]

was considered earlier by Pogorelov [70] in two dimensions and by the author [42]. It is worth noting that although equations (1.4)-(1.7) look different from the Bellman equation (1.3), nevertheless each of them is equivalent to a corresponding Bellman equation of type (1.3). With regard to (1.4) and (1.6) this fact was known in 1971, which made the theory of Bellman’s equations very attractive. Really general theory of fully nonlinear elliptic equations emerged from the theory of Bellman’s equations. We will see later that even now the most general theory of fully nonlinear elliptic equations, in fact, reduces to the theory of Bellman’s equations.

At early stages of the theory of Bellman’s equations the only available methods were those of the theory of probability. It is remarkable that results obtained by these methods are sharp in many situations, and even now some of them, which admit purely analytic formulation, are only obtained by probabilistic means. The reader can make an acquaintance with the corresponding results starting with the book by Fleming and Sooner [27] and with references therein to which we only add Pragarauskas [73] and Krylov [46].

By the way for one of discontinuous controlled processes considered in [73] Bellman’s equation takes the following form:

\[\sup_{h>0} \frac{u(x + h) - 2u(x) + u(x - h)}{h^2} - u(x) = f(x).\]

Until 1982 the probabilistic methods were the most powerful in the general theory of fully nonlinear elliptic equations. The situation changed dramatically in 1982 when Evans [25] and the author [40] proved the solvability in $C^{2+\alpha}$ of a broad class of Bellman’s elliptic and parabolic equations. The proofs were based on the theory of linear equations and, in particular, on the fact that one can estimate the Hölder constant for solutions of linear equations with measurable coefficients. The latter fact was previously established in 1979 by Safonov and the author [52] (see also [53] and a beautiful exposition by
Safonov for elliptic case in [7580], as mentioned before on the sole basis of Aleksandrov's estimates. Remarkably enough, although the proofs in [53] and [7580] are written in PDE terms, all underlying ideas are probabilistic, and perhaps this was the reason why people from PDEs did not succeed in obtaining the estimate before. After this the general PDE theory of fully nonlinear elliptic equations started up, and below we will give a report on major developments of this theory.

The article is organized as follows. In Section 2 we give a general notion of fully nonlinear elliptic equation and some existence theorems. Section 3 is devoted to results bearing on the general theory of fully nonlinear uniformly elliptic equations and Section 4 contains a discussion of results for the general theory of fully nonlinear degenerate elliptic equations. In Section 5 we speak about equations related to the Monge-Ampère equations. Section 6 contains a new (and probably the first) result on the rate of convergence of numerical approximations for fully nonlinear degenerate elliptic equations. We have already mentioned above that the modern theory of fully nonlinear elliptic equations is based entirely on some deep results from linear theory. Also many new brilliant ideas and techniques appeared. In Section 7 we present one of them which is Safonov's proof of the Hölder-Korn-Lichtenstein-Giraud estimate for the Laplacian. This proof was designed for nonlinear equations and turned out to be shorter and easier than usual ones even for the simplest linear equation. In my opinion his proof should be part of general mathematical education. Finally, not as brilliant and not a very popular technical idea is presented in Section 8. Exploiting this idea allowed the author to get some very general results on fully nonlinear degenerate elliptic equations. Also the idea is of a general character and might be of interest to mathematicians from other areas.

It is to be said that the literature on fully nonlinear elliptic equations is really immense, we present here a report on the only part of it which is close to interests of the author. In particular, we do not discuss concrete applications in which equations we discuss arose.

2. – A general notion of fully nonlinear elliptic equation and examples

Conceivably, the first question which arises when a theory starts is: what is the main object of investigation? Interestingly enough this was not the first question addressed in the case of the theory of fully nonlinear elliptic equations. The reason for this is that there were enough old problems regarding fully nonlinear equations which came up earlier and they were to be solved in the first place.

Now when the general theory is rather well developed, one may think how to make the field of its applications as wide as possible and the number of people who can use it as large as possible.
We have the following situation. From the one hand, a huge variety of results is available in the theory. On the other hand however, it turns out that if an inexperienced reader meets a fully nonlinear second order partial differential equation in his investigations and tries to get any information concerning its solvability from the literature, then almost certainly he fails to find what he needs, unless he considers an equation that is exactly one which had already been treated. The point is that in the general theory we treat only equations which satisfy certain conditions and while considering examples, we show how to transform the equations in these examples to other equations to which the theory is applicable. Therefore, from the point of view of applications the main question is how to describe in simple terms the most general situation when one can make an appropriate transformation. In other terms, one needs a general notion of fully nonlinear elliptic equation.

Naturally, the type of equation should be defined only by the way of dependence of \( F \) on \( D^2u \), that is we call our equation (1.1) elliptic if for any \( p \in \mathbb{R}^d, y \in \Omega \) and \( z \in \mathbb{R} \) the following equation in \( \Omega \) is elliptic:

\[
F(D^2u(x), p, z, y) = 0.
\]

Therefore, we have to concentrate on the case when \( F \) depends only on the matrix of second order derivatives of \( u \), in other words, we have to consider the equation

\[
F(D^2u(x)) = 0 \quad x \in \Omega.
\]

We assume of course that

\[
\Gamma := \{(v_{ij}) : v_{ij} = v_{ji}, i, j = 1, \ldots, d, F(v_{ij}) = 0\} \neq \emptyset.
\]

Usually in the literature on nonlinear elliptic equations (see, for instance, [22][62], [29][83], [14][84], [15][85], [44][85]) one accepts the definition by Bernstein and equation (2.8) is called elliptic if the matrix \((F_{ij})\) is nonnegative (or nonpositive) for all arguments. As we have noticed above, this excludes at once even the simplest Monge-Ampère equation since for \( F(u_{ij}) := \) the matrix \((F_{ij})\) is definite if and only if the same is true for \((u_{ij})\).

An attempt to give a better definition is made in [6][65] where the equation is called elliptic on a given solution \( u \) if at any point \( x \in \Omega \) the matrix with entries \( F_{ij}(D^2u(x)) \) is nonnegative (or nonpositive). After that equation (2.8) is called elliptic in a given class \( C \) of functions (say, \( C \) is \( C^2(\Omega) \) or the set of all smooth convex functions) if it is elliptic on any (if there is any) solution \( u \in C \). It is worth noting that only in rare cases we can take \( C = C^2(\Omega) \) in this definition. For instance, as we have seen above, this is not possible for the Monge-Ampère equation. However, the Monge-Ampère equation is elliptic on convex functions. But how to find an appropriate \( C \) for the following equations:

\[
\begin{align*}
2u^2_{x_1x_1} + 5u_{x_1x_2}u_{x_2x_2} + 2u^2_{x_2x_2} &= 1, \\
2u^2_{x_1x_1} + 5u_{x_1x_2}u_{x_2x_2} + 2u^2_{x_2x_2} &= -1, \\
2u^2_{x_1x_1}u_{x_2x_2} &= 0.
\end{align*}
\]
If we are only interested in definiteness of \((F_{ij})\), then as easy to check, equations \((2.9), (2.10)\) are both elliptic in the same class of functions \(C\) defined as the set of all functions for which \(\Delta u \geq 1/\sqrt{18}\). It turns out that in general the Dirichlet problem for \((2.9)\) is solvable in this class and for \((2.10)\) is not, and moreover the behavior of solutions of \((2.10)\) is such that this equation should not be called elliptic at all.

Other flaws of the definition are also related to the fact that the objective is not only to give a definition of nonlinear elliptic equation, but to find such a definition which could do the job. For instance, usually we are interested in proving uniqueness, and usually we prove it via the maximum principle. In other words, if we are given two solutions \(u_1, u_2\) of equation \((2.8)\), then by proceeding as usual (cf., for instance, [22] Ch. 4, Section 6.2) for \(v = u_1 - u_2\) we write

\[0 = F(D^2u_1(x)) - F(D^2u_2(x)) = a^{ij}(x)u_{x_i x_j}(x),\]

where

\[a^{ij} = \int_0^1 F_{ij}(t D^2 u_1 + (1 - t) D^2 u_2) \, dt,
\]

and we expect the matrix \(a = (a^{ij})\) to be positive or negative. If we assume the above definition from [6], then we know that the matrices \((F_{ij})\) are say, positive on \(u_1\) and on \(u_2\), but generally speaking, \(tu_1 + (1 - t)u_2\) is not a solution and we do not know anything about definiteness of \(a\). Actually, it may even happen that for one function \(F\) the matrix \(a\) is always positive, and for another function \(F\), defining an equation equivalent to the initial equation \((2.8)\), the corresponding matrix \(a\) is neither positive nor negative. The point is that we can arbitrarily modify the function \(F\) outside the set \(\Gamma\), the only set where some properties of \(F\) are given so far. By the way, this possibility of modifying nonlinear equations is the main reason for the radical difference between linear and nonlinear equations, since for the linear case the set \(\Gamma\) is a hyperplane in the linear space

\[\mathbb{R}^d = \mathbb{R}^k \cap \{ (u_{ij}) : u_{ij} = u_{ji}, i, j = 1, \ldots, d \},\]

where \(k = d^2\), and there are not so many ways to represent a hyperplane as null set of a linear function.

One way to overcome the last difficulty is to accept the notion of elliptic convexity of \(F\) from [6], that is to consider only \(F\) such that for any two solutions (from the class \(C\)) the matrix \(a\) is positive. In this system of notions, given an equation, to decide if it is a “legal” elliptic equation, we first should guess in what class of functions we will look for solutions and then to modify (if it is possible at all) the function \(F\), without changing the equation, in order to replace it with an elliptically convex \(F\). For the Monge-Ampère equations appropriate modifications are

\[\left( \det D^2 u \right)^{1/d} = f^{1/d}, \quad \log \det D^2 u = \log f, \quad \min_{a = a^* \geq 0, \operatorname{tr} a = 1} \left[ \operatorname{tr} a D^2 u - (f \det a)^{1/d} \right] = 0.\]
Unfortunately, even after this other difficulties still remain. For instance, assume that at the very beginning we know the appropriate class of functions \( C \), and our \( F \) is elliptically convex in this class. Assume that we even obtained a priori estimates for solutions of the equation. The question arises how to prove existence theorems.

Usually we introduce a parameter \( t \in [0, 1] \) and we try to find functions \( F_t \) continuous in \( t \) such that \( F_1 = F \) and \( F_0 \) defines an equation for which everything is known. After this we are trying to prove the same a priori estimates for solutions, belonging to the same class \( C \), of the equations corresponding to \( F_t \) for all \( t \in [0, 1] \), and then we apply some topological methods to get the solvability of the equation \( F_t(D^2u) = 0 \) for \( t = 1 \) from its solvability for \( t = 0 \). But on this way, in all interesting cases, we cannot afford to take \( F_0 \) linear since usually solutions of linear equations have no reasons to belong to \( C \). For instance, for the Monge-Ampère equation \( \det D^2u = 1 \) in a strictly convex domain \( \Omega \) with boundary data on \( \partial \Omega \), one of the right classes of solutions is the class of all convex functions. At the same time there is no linear equations for which all solutions with different boundary data are convex.

In a way, this cuts us off the linear theory and raises the obscure problem of finding “model” nonlinear function \( F_0 \) for any particular \( F \). For professionals in the field this problem is not too hard, and many authors prefer to use model equations while treating concrete equations (see, for instance, Bakel’man [6], Caffarelli, Nirenberg and Spruck [14], Ivochkina [35]). But for a “ready-to-use” theory this “cut off” is highly undesirable since applications may advance equations different from those which have already been investigated. However, in the above system of notions we cannot avoid this difficulty unless we can either understand how to modify the method of continuity in the situation when the set \( C_t \) of solutions is evolving with \( t \), or we can “hide” the set \( C \) by finding a function \( \bar{F} \) such that any solution of (2.8) of class \( C \) is a solution to the equation (2.12)

\[
\bar{F}(D^2u(x)) = 0,
\]

and vice versa, any solution of (2.12) is a solution of (2.8) and belongs to \( C \). Our definition is based on the latter possibility.

Following [50] we shall present a different approach to the notion of nonlinear elliptic equation. We shall give a method to decide if a given nonlinear equation is an elliptic one by looking only at the equation without using any information regarding the problem in which this equation appeared. After this we give a notion of admissible solutions of the equation and then we discuss the possibility of rewriting the equation with the help of elliptically convex functions \( F \).

The most important concept in our approach is the notion of admissible solutions which shows the right class of functions in which to look for solutions. This notion is based on the notion of elliptic branches of the given equation, which turns out to be meaningful even for viscosity solutions of the first order nonlinear equations.
It is worth noting that in all cases known from the literature our class of admissible solutions coincides with the known ones. Also, our notion has many common features with similar notions or hypotheses from Caffarelli, Nirenberg and Spruck [16], Trudinger [84].

Our point of view is based on the observation that every individual equation (2.8) means and means only that for any $x \in \Omega$

$$
(D^2 u(x)) \in \Gamma.
$$

This point of view allows us to concentrate on properties of the set $\Gamma$ rather than occasional properties of numerous functions which define the same set $\Gamma$. Only properties of the set $\Gamma$ define the type of the equation.

Of course, we assume that $F$ is at least a continuous function, what implies that $\Gamma$ is a closed set in the linear space $S^d$. We also keep the assumption that $\Gamma \neq \emptyset$. Finally, remember that $I$ is the unit $d \times d$ matrix.

**Definition 2.1.** We say that a nonempty open (in $S^d$) set $\Theta \neq S^d$ is a (positive) elliptic set if

(a) $\Theta = \Theta \setminus \partial(\Theta)$,

(b) for any $(u_{ij}) \in \partial \Theta$, $\xi \in \mathbb{R}^d$ it holds that $(u_{ij} + \xi^i \xi^j) \in \Theta$.

**Definition 2.2.** We say that equation (2.8) (or, more generally, equation (2.13) with any nonempty closed $\Gamma$) is an elliptic equation if there is an elliptic set $\Theta$ such that $\partial \Theta \subset \Gamma$. In this case we call the equation

$$
(D^2 u(x)) \in \partial \Theta, \quad x \in \Omega
$$

an elliptic branch of equation (2.8) (or (2.13)) defined by $\Theta$.

Nonlinear equations may have many elliptic branches. For instance (2.9) has two and (2.11) has four elliptic branches.

**Definition 2.3.** We say that an elliptic set $\Theta$ is quasi nondegenerate if for any $(u_{ij}) \in \partial \Theta$, $\xi \in \mathbb{R}^d \setminus \{0\}$ we have $(u_{ij} + \xi^i \xi^j) \in \Theta$.

Given a number $\delta > 0$, we call an elliptic set $\Theta$ $\delta$-nondegenerate (or uniformly elliptic) if for any $w \in \partial \Theta$, $\xi \in \mathbb{R}^d$ we have

$$
\text{dist}(w + \xi \xi^*, \partial \Theta) \geq \delta |\xi|^2.
$$

If equation (2.14) is an elliptic branch of (2.8) (or (2.13)) and $\Theta$ is quasi nondegenerate ($\delta$-nondegenerate, uniformly elliptic), we call this branch and equation (2.8) (or (2.13)) itself quasi nondegenerate (respectively, $\delta$-nondegenerate, uniformly elliptic).

Notice that each of two elliptic branches of (2.9) is uniformly elliptic whereas all branches of (2.11) are degenerate.

**Definition 2.4.** Given an elliptic equation (2.8) (or (2.13)), we say that a function $u$ is an admissible solution in $\Omega$ if $u$ is a solution in $\Omega$ of any elliptic branch of the equation (the branch should be the same in the whole of $\Omega$).
Note, for instance, that \( u(x, y) = x^2 - y^2 \) is not an admissible solution of the elliptic equation \( u_{xx} u_{yy} = 16 \).

The following theorem shows that equations written in somewhat unusual form (2.14) are actually the equations which one treats in the general theory of fully nonlinear elliptic equations. Exactly this theorem justifies our definition.

**Theorem 2.1.** Let \( \Theta \) be an elliptic set and equation (2.14) be elliptic (for instance, be an elliptic branch of (2.8)). Define

\[
\tilde{F}(u_{ij}) = \text{dist}(u_{ij}, \partial \Theta) \quad \text{for} \quad (u_{ij}) \in \Theta \\
\tilde{F}(u_{ij}) = -\text{dist}(u_{ij}, \partial \Theta) \quad \text{for} \quad (u_{ij}) \in \mathbb{S}^d \setminus \Theta.
\]

Then

\[
w \in \partial \Theta \iff \tilde{F}(w) = 0,
\]

and in particular, equation (2.12) is equivalent to equation (2.14). Furthermore, for any \( \xi \in \mathbb{R}^d, (u_{ij}) \in \mathbb{S}^d \)

\[
0 \leq \tilde{F}(u_{ij} + \xi^i \xi^j) - \tilde{F}(u_{ij}) \leq |\xi|^2.
\]

Moreover, the function \( \tilde{F} \) is elliptically convex in the sense that for any \( (u_{ij}), (v_{ij}) \in \mathbb{S}^d \) the difference \( \tilde{F}(u_{ij}) - \tilde{F}(v_{ij}) \) can be represented as \( a^{ij}(u_{ij} - v_{ij}) \) with a nonnegative symmetric matrix \( a \). Finally, if equation (2.14) is \( \delta \)-nondegenerate, then

\[
\delta |\xi|^2 \leq \tilde{F}(u_{ij} + \xi^i \xi^j) - \tilde{F}(u_{ij}).
\]

An immediate consequence of this theorem and of results from Crandall, Ishii and Lions [23] is the following

**Theorem 2.2.** Let \( \Omega \) be a bounded smooth domain, and \( \phi \) be a continuous function on \( \partial \Omega \). Assume that equation (2.8) has a uniformly elliptic branch. Then this equation with the boundary condition \( u = \phi \) on \( \partial \Omega \) has an admissible viscosity solution \( u \in C(\Omega) \). Moreover, every uniformly elliptic branch of (2.8) has its own unique admissible viscosity solution \( u \in C(\Omega) \).

One of the hardest and exciting open problems in the general theory of fully nonlinear elliptic equations concerns smoothness of solutions when neither \( \Theta \) nor its complement is convex. If \( d \geq 3 \), nothing is known about boundedness or continuity of second order derivatives of solutions. For example, nothing is known about classical solvability of the Dirichlet problem for the following equation

\[
2\Delta u + (u_{x_1 x_1})_+ + \ldots + (u_{x_k x_k})_+ - (u_{x_{k+1} x_{k+1}})_- - \ldots - (u_{x_d x_d})_+ = f,
\]

where \( 1 < k < d \). Theorem 2.2 only says that the Dirichlet problem is uniquely solvable in the class of viscosity solutions.

Note that in Theorem 2.1 the function \( \tilde{F} \) is obviously concave if \( \Theta \) is convex, and it is convex if the complement of \( \Theta \) is convex. Graphs of convex or concave
functions can be represented as envelopes of their tangent planes. Therefore equation (2.12) can be rewritten in the form of Bellman's equation (1.3). Actually, as easy to see even in general case equation (2.12) is equivalent to a Bellman equation, which contains sup and inf at the same time. If we combine this with results from [44]85, then we obtain

**Theorem 2.3.** Let \( \Omega \) be a bounded domain of class \( C^{2+\alpha} \) where \( \alpha \in (0, 1) \), and let \( \phi \in C^{2+\alpha}(\mathbb{R}^d) \). Assume that equation (2.8) has a uniformly elliptic branch defined by a domain \( \Theta \) such that either \( \Theta \) or its complement is convex. Then this equation with the boundary condition \( u = \phi \) on \( \partial \Omega \) has an admissible solution \( u \in C^{2+\beta}(\bar{\Omega}) \), where \( \beta \in (0, 1) \). Moreover, the elliptic branch (2.14) with the given boundary condition has its own unique admissible solution \( u \in C^{2+\beta}(\bar{\Omega}) \).

This theorem applies to equation (2.9) which has two uniformly elliptic branches.

General theory from [46]89 or [51]95 also implies the following theorem which can be restated in an obvious way for the case in which the complement of \( \Theta \) is convex.

**Theorem 2.4.** Let \( \Theta \) be an open convex set and let equation (2.14) be elliptic. Let \( C \) be an open cone in \( \mathbb{S}^d \) with vertex at the origin, and let \( t_0 \) be a number. Assume that \( t_0I + \Theta \subset C \), and that for any \( w \in C \) we have \( tw \in \Theta \) for all \( t \) large enough.

Let \( \text{tr} \ w \geq 0 \) for any \( w \in C \), and let \( \Omega \) be a strictly convex domain of class \( C^4 \).

Then for any \( \phi \in C^4(\mathbb{R}^d) \) there is a unique function \( u \in C(\bar{\Omega}) \cap C^{1,1}(\bar{\Omega}) \) such that \( u = \phi \) on \( \partial \Omega \) and \( D^2u \in \partial \Theta \) (a.e.) in \( \Omega \). If, in addition, equation (2.14) is quasi nondegenerate, then \( u \in C^{2+\alpha}(\Omega) \) for an \( \alpha \in (0, 1) \).

This is not the most general result from [46]89 or [51]95. There we do not assume that \( \Omega \) is convex or that the weak nondegeneracy condition: \( \text{tr} \ w \geq 0 \) for any \( w \in C \), is satisfied. The assertion then becomes more complicated. The general theorem applies to each of four elliptic branches of (2.11). For the branch \( \max(u_{1,1}, u_{2,2}) = 0 \) it says that for any \( C^4 \) function given on the boundary of a \( C^4 \) domain \( \Omega \subset \mathbb{R}^2 \) there exists a unique \( C^{1,1}(\bar{\Omega}) \) solution with this boundary value provided that the boundary of \( \Omega \) is strictly convex (outward) at any point where the tangent line is parallel to one of the coordinate axes. We say more about these results in Section 4.

To conclude this section we mention a general method how to perturb an elliptic equation (2.8) in order to get a uniformly nondegenerate one. It suffices to take \( \varepsilon > 0 \) and consider

\[
F(I\varepsilon \Delta u + D^2u) = 0.
\]

This method has been constantly in use in works by the author. Usually, in the literature other methods are applied. In connection with this it is worth noticing that the following "natural" perturbation \( \varepsilon \Delta u + \det D^2u = 1 \) of the Monge-Ampère equation \( \det D^2u = 1 \) is not elliptic at all unless \( \varepsilon \leq 0 \).
3. – General convex fully nonlinear uniformly elliptic equations

Since works of Bernstein it was known that to prove the solvability of differential equations it suffices to obtain a priori estimates in appropriate classes of functions for solutions under the hypothesis that the solutions exist. One of ways to obtain estimates in $C^{2+\alpha}$ is to differentiate the equation once thus obtaining a quasilinear equation or a system of equations with respect to first derivatives and hope that there is $C^{1+\alpha}$-estimate for solutions of this new equation. This hope was destroyed by Safonov [77]87. The example in [77]87 buried the hopes for an “easy” theory of fully nonlinear equations, and in a sense saved the work which has been done before for $F$’s either convex or concave with respect to the matrix $D^2u$ and sufficiently smooth in other variables. Below we only speak about such $F$’s.

In works by Evans [25]82 and the author [40]82 we obtained interior a priori estimates. Then in [41]83 the author published a priori estimates up to the boundary for the Dirichlet problem. After this many authors contributed to the general theory of uniformly elliptic equations. We will only mention works which played the most important role in the development of the general theory. We start with works by Evans [26]83, Trudinger [81]83, Krylov [43]84, Caffarelli, Kohn, Nirenberg and Spruck [15]85, Caffarelli, Nirenberg, Spruck [16]85.

The major results obtained before 1984 are summed up in the books by Gilbarg and Trudinger [29]83 and Krylov [44]85. After the breakthrough made in the papers by Evans and the author usual technique allowed to develop a theory which contains the general theory of quasilinear elliptic and parabolic equations. In particular, the famous Ladyzhenskaya-Ural’tseva theorem has been generalized for fully nonlinear equations. It is to be mentioned that in all these works the data were assumed to be smoother than in linear theory, so that if equation (1.1) is just $Au + f = 0$ and we want to get its solvability from the general theory of fully nonlinear equations, then we should assume that $f$ is smooth enough.

A major step forward in the general theory has been done by Safonov in 1984 who by using an entirely new technique proved the solvability in $C^{2+\alpha}$ for (1.1) under only natural smoothness assumptions on $F$ (see [76]84 and [78]88). This is an extremely strong result which is sharp even for linear equations. What is even more surprising, Safonov’s proof of $C^{2+\alpha}$ estimates for (1.1) goes the same way when the equation is linear, and in this very case it is much easier and shorter than the known proofs of these estimates for linear equations. We present this proof in Section 7.

The above mentioned works deal with the Hölder space theory of fully nonlinear elliptic equations. The first breakthrough in the Sobolev space theory has been done by Caffarelli [9]89 (also see the book by Caffarelli and Cabré [13]95) for the elliptic case and Wang [98]92 for the parabolic equations. The works by Safonov, Caffarelli and Wang are remarkable in one more respect—they do not suppose that $F$ is convex or concave in $D^2u$. But in the general case
they only show that to prove a priori estimates it suffices to prove the interior $C^2$-estimates for "harmonic" functions.

So far we were talking about the Dirichlet problem. Nonlinear oblique derivative problems were investigated as well. An example of such conditions is the following capillarity boundary condition

$$n \cdot Du = g(x, u)\sqrt{1 + |Du|^2}.$$

The most relevant references here are Lions and Trudinger [63]$^{85}$, Liberman and Trudinger [60]$^{86}$, Anulova and Safonov [5]$^{86}$. Again as in the case of the Dirichlet problem, the results for fully nonlinear equations contain those for quasilinear equations.

4. – General degenerate fully nonlinear elliptic equation

Fully nonlinear degenerate elliptic equations arise in applications much more often than uniformly elliptic ones, though their investigation in classes $C^{2+\alpha}$ heavily relies on results from the theory of nonlinear \textit{uniformly} elliptic equations.

There is a substantial difference in difficulties which arise when we are dealing with degenerate equations in the whole space or in bounded domains. The theory in the whole space has been developed mostly by probabilistic means and is understood to a very good extent. Many mathematicians contributed to the probabilistic version of the theory, between them are Lions and the author. A PDE counterpart of this theory can be found in [44]$^{85}$. Degenerate equations are important not only from the point of view of applications. The following degenerate Monge-Ampère equation

$$\det(D^2u - Iu)(x) = (f)_+(x) \quad x \in \mathbb{R}^d,$$

in a sense, even plays the main role in the theory of \textit{uniformly} elliptic equations. By the way, as we have explained above the equation

$$\det(D^2u + \varepsilon \Delta u - Iu)(x) = (f)_+(x) \quad x \in \mathbb{R}^d$$

is uniformly elliptic for any $\varepsilon > 0$.

The theory of nonlinear degenerate equations cannot be easier than the theory of linear ones. It is worth mentioning that even in the linear theory there are still very many unsolved problems. Probably the best references concerning the linear theory are Kohn, Nirenberg [38]$^{67}$ and Oleinik, Radkevich [68]$^{71}$.

After the book [44]$^{85}$ the first general results on fully nonlinear degenerate equations in domains were obtained in 1985 by Caffarelli, Nirenberg and Spruck [16]$^{85}$, where they considered equations like

$$f(\lambda(u)) = \psi,$$

(4.15)
where $\psi$ is a given function of $x$, $f$ is a symmetric function of $\lambda \in \mathbb{R}^d$ and $\lambda(u) = \lambda(u)(x)$ is a vector of eigenvalues of $D^2 u(x)$. Equation (1.7) is a particular case of (4.15). In [18] the authors apply their theory to curvatures of the graph of $u$ instead of $\lambda(u)$ and prove the solvability of equations for starshaped surfaces. It is worth noticing that equations with curvatures are much more complicated than containing only $D^2 u$. One can say that the latter are linearly fully nonlinear equations whereas the former are quasilinearly fully nonlinear equations. In both cases one deals with equations like (1.3) but in the case of linearly fully nonlinear theory one assumes that $a$ is independent of $Du$, $u$ and $b$ is linear at least with respect to $Du$.

A general theorem has been announced by the author in 1986 (see [45] and proved in PDE terms in [48] and [51]. One of its versions is presented above in Section 2. This theorem allows one to consider a very large class of (linearly) fully nonlinear degenerate elliptic equations. Between them are the equations

\begin{equation}
(4.16) \quad u_t + \Delta u = 0, \quad \det D^2 u = 0, \quad \det(u_{\bar{z}\bar{z}}) = 0.
\end{equation}

The first one is the heat equation which is a particular case of degenerate fully nonlinear elliptic equations. The general theorem implies that if $\Omega = \{(t, x) \in \mathbb{R}^d : |t|^2 + |x|^2 < r^2\}$ and $r < (3 - \sqrt{6})d$, then for any $C^4$-function $g$ on the boundary there exists a unique solution $u \in C^{1,1}(\Omega)$ such that $u = g$ on $\partial \Omega$. This result turned out to be unknown in the theory of linear degenerate equations. Also, in what concerns the restrictions on $r$ and $g$, it is sharp as Weinberger’s example from [38] shows. For the second equation the theorem says that in any $C^4$ strictly convex domain $\Omega$ and any $C^4$-function $g$ the equation has a unique convex solution of class $C^{1,1}$ such that $u = g$ on $\partial \Omega$. The examples from Caffarelli, Nirenberg and Spruck [17] show that all the above conditions are necessary. In particular, an example by Urbas shows that generally the solution is not better than $C^{1,1}$ even for analytic boundary data in a ball. The same is true for the third equation only we have to speak about plurisubharmonic $u$ and strictly pseudoconvex domain $\Omega$. The example by Urbas admits an easy complexification.

One more example of applications of the general theorem from [48] and [51] is the following equation

\begin{equation}
(4.17) \quad P_m(D^2 u) = \sum_{k=0}^{m-1} (l_k^+)^{m-k+1}(x) P_k(D^2 u),
\end{equation}

where $P_k(A)$ are the $k$-th elementary symmetric polynomials of eigenvalues of the matrix $A$.

As in the case of linear theory, the theory of nonlinear degenerate equations is rather far from being well developed. One of very important questions is interior regularity of solutions. The point is that in many examples of equations of Monge-Ampère type even if one does not have solutions regular up to the
boundary, the solutions are regular inside domains. The only general result known to the author is [49]93 where we prove interior $C^1$ estimates for equations slightly more general than (4.15). The two last equations in (4.16) as well as (4.17) and the equation $\Delta u = f$ present particular cases. Linear counterpart of results in [49]93 appeared earlier in [47]92.

We finish our discussion of general results by mentioning the work by Kutev [58]91 where he gives necessary and sufficient conditions for gradient estimates on the boundary for fully nonlinear degenerate equations.

5. – Special equations related to the Monge-Ampère equation

These were the most popular and therefore the best investigated equations. Nevertheless, only understanding of the general theory of nonlinear degenerate elliptic equations led to sharp results regarding even the Monge-Ampère equation let alone the third of the equations in (4.16) or (4.17).

5.1. – Global results

Ivochkina [34]83 in 1983 proved classical solvability of the Dirichlet problem in the class of convex functions for the Monge-Ampère equations which include the prescribed Gaussian curvature equation

\begin{equation}
\det D^2 u = H(u, x)(1 + |Du|^2)^{(d+2)/2}.
\end{equation}

There are some restrictions on $C^2$-norm of the boundary data in [34]83. Urbas [89]84 extended her results and results from Trudinger and Urbas [86]83 and obtained the most general results concerning global smoothness of solutions.

Caffarelli, Nirenberg and Spruck [14]84 got a result which is, in a sense, more general than that of [34]83. They do not need the right-hand side of the equation be as specific as in [34]83, instead they assume that there exists a subsolution. On the other hand they use the computations by Calabi and therefore have extra smoothness assumptions.

Usually the Monge-Ampère equation is considered in convex domains. This is necessary if one wants to solve it for arbitrary smooth boundary data and $H > 0$. But for some data the equation can still be solvable. Surprisingly enough a sufficient condition for this to happen is existence of a subsolution. Trudinger [84]90 showed this for viscosity solutions.

Guan and Spruck [33]93 considered classical solutions and also established that the convexity of the domain can be replaced with existence of convex subsolution. Some of technical assumptions from this article are removed in Guan [31]94 and Guan and Li [32]94. Guan [30]94 extends this result to general nonlinear degenerate equations.
Sharp necessary conditions on $H$ for classical solvability of the Dirichlet problem for equation (5.18) and more general prescribed curvature equations in nonconvex domains are obtained in Trudinger and Urbas [86] and Trudinger [85]. They give a generalization of the classical result by Serrin related to quasilinear equations.

Ivochkina in [35] continues her research of equations like

\begin{equation}
(5.19) \quad P_m(\kappa(u)) = H(u, x),
\end{equation}

where $\kappa(u)$ is a vector of curvatures of the graph of $u$. Equation (5.19) looks like a particular case of equation (4.15) or equations from [18] but considering $\kappa(u)$ instead of $\lambda(u)$ and equations in domains instead of equations on spheres makes a dramatic difference.

For $m = 1$ equation (5.19) is the prescribed curvature equation and for $m = d$ the Monge-Ampère equation. For the mean curvatures of intermediate order the first breakthrough is due to Caffarelli, Nirenberg and Spruck [18] and Ivochkina [35] for the case of convex domains and zero boundary values. Ivochkina [36] extended her approach to embrace general boundary value and domains subject to natural geometric restrictions (also see Trudinger [85]). Trudinger [84] developed the viscosity solution approach to proving the existence of Lipschitz solutions for more general equations

\begin{equation}
(5.20) \quad \frac{P_m}{P_1}(\kappa(u)) = H(u, x).
\end{equation}

Lin and Trudinger [61] prove that solutions of (5.20) are indeed classical (when $H > 0$, so that in our classification the equation is quasi nondegenerate).

In [15] Caffarelli, Kohn, Nirenberg and Spruck not only develop the general theory but also apply it to the Dirichlet problem for complex Monge-Ampère equations of the type

\[ \det(D^2u) = f(Du, u, x). \]

We have already mentioned above article [16] of these authors devoted to equation (1.7). In [17] they also treat the equation $\det D^2u = 0$.

### 5.2. Local estimates

Urbas in [92] following some ideas of Pogorelov gave examples of degenerate equations with $m$th elementary symmetric polynomials whose solutions are not smooth (because the boundary data are not smooth). In these situations Trudinger in [84] showed existence and uniqueness of viscosity solutions.

Korevaar [39] proved interior gradient bounds for (5.19) if $H > 0$. Trudinger and Urbas [87] (also see [89]) proved interior second derivatives estimates for equations of Monge-Ampère type under the assumption that $\Omega$ and the boundary data are $C^{1,1}$. These equations include the equation $\det D^2u = 0$ as a particular case. Urbas [91] proved the same result for equations $\det D^2u = f$.
with Lipschitz $f > 0$ under weaker assumption that $\Omega$ and the boundary data are of class $C^{1+\alpha}$ with $\alpha > 1 - 2/d$. This is an extremely strong result. By using a different technique Caffarelli [10] goes even further on by relaxing some of assumptions in [91] and obtaining $W^{2,2}_{p}$-estimates.

In order for solutions of the prescribed Gauss curvature equations to take boundary values some conditions should be satisfied (see Trudinger and Urbas [86] and Trudinger [85]). Urbas in [91], [94] and [95] shows that even without these conditions the function $u$ or the surface $z = u(x)$ are sufficiently regular. Kutev [57] investigated classical solvability of the Monge-Ampère equations in nonuniformly convex domains.

### 5.3. Other boundary conditions

The second boundary-value problem for Monge-Ampère equations was first posed and solved for $d = 2$ by Pogorelov in 1960 in a generalized sense. In analytical terms the problem reduces to a Monge-Ampère equation with nonlinear boundary condition on $Du$ which reflects the fact that the gradient of $u$ maps a given domain $\Omega$ onto another given domain $\Omega_1$. If we describe the boundary of $\Omega_1$ as null set of a function $h$, then the boundary condition for $u$ is $h(Du) = 0$.


### 5.4. Parabolic equations

There are two very interesting articles by Wang and Wang [99] and [100] where the authors prove existence of generalized and smooth solutions of the following parabolic Monge-Ampère equation

$$u_t \det D^2 u = f$$

in $(0, T) \times \Omega$ where $\Omega$ is a smooth strictly convex domain. If [44] we considered the case in which $\Omega$ is a ball. As in the case of elliptic equations the equation

$$(u_t - u) \det(D^2 u - u I) = f$$

considered in the whole space played a crucial role in the general theory of fully nonlinear parabolic equations.

For the equations which arose in investigations of flows of surfaces by various kinds of curvatures see also Andrews [4], Gerhardt [28], Tso [88], Urbas [93] and Urbas [96].

### 5.5. Viscosity solutions and approximations

A notion of weak solution, called viscosity solution, was introduced for first order equations by Crandall and Lions and extended to degenerate elliptic,
second order equations by Lions (see [23]92). The breakthrough in the issue of uniqueness of viscosity solutions made by Jensen [37]88 led to numerous results providing unique solutions to boundary value problems for nonlinear differential equations without any convexity assumption.

The uniqueness allows one to construct various methods of approximating the solutions. All known in the literature methods of proving the convergence are based on uniqueness.

For example, Barles and Souganidis in [7]91 prove a general convergence theorem assuming the uniqueness. In works by Kuo and Trudinger [54]92 and [55]93 one can find a different approach to approximating solutions based on finite-difference schemes. These and previous works by Kuo and Trudinger are pioneering in providing a large variety of discrete versions of basic results from the theory of linear and fully nonlinear equations.

When the equation is a Bellman’s equation, there is a probabilistic interpretation of solutions. One uses this interpretation and the theory of weak convergence of probability measures to prove the convergence of numerical approximations. This direction is investigated mainly by Kushner and his collaborators. Kushner and Dupuis [56]92 give an account of the results obtained in this direction. Pragarauskas [74]83 considered more general situation of integro-differential Bellman equations.

If the Bellman equation is uniformly nondegenerate, then one knows that solutions are of class $C^{2+\alpha}$, and one can estimate the rate of convergence of numerical approximations in the same way as in linear theory. However, in the general case absence of results providing sufficient smoothness of solutions prevents from estimating rates of convergence. It seems that our result in Section 6 is the first result for degenerate fully nonlinear equations.

In the general case without convexity even for uniformly nondegenerate equations from Trudinger [82]88 (also see Section 5.2 in [44]) we know only that the gradient of solutions is Hölder continuous, and from Trudinger [83]89 that the solutions are twice differentiable only almost everywhere. This information is not sufficient to characterize solutions uniquely and does not provide enough information to estimate the rate of convergence of approximations by known means.

5.6. Infinite dimensions

The notion of viscosity solution allows one to investigate fully nonlinear equations in infinite dimensions. We shall only mention works by Lions [62]99, Tataru [79]92, [80]92 and Cannarsa, Gozzi and Soner [20]95.

6. Convergence of numerical approximations

Let $A$ be a set, $d \geq 1$ an integer and assume that on $A$ we are given some functions $a(\beta), b(\beta), c(\beta)$ taking values in the set of symmetric nonnegative
$d \times d$ matrices, in $\mathbb{R}^d$ and in $\mathbb{R}$ respectively. Also assume that on $\mathcal{A} \times \mathbb{R}^d$ we are given a real-valued function $f(\beta, x)$.

Recall that if $\alpha$ is a number in $(0, 1)$, then by $C^\alpha = C^\alpha(\mathbb{R}^d)$ we denote the space of all functions $u = u(x)$ given on $\mathbb{R}^d$ such that $|u|_\alpha < \infty$, where

$$|u|_\alpha = \sup |u| + [u]_\alpha, \quad [u]_\alpha = \sup_{x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}.$$ 

Also, for functions having second order derivatives we set

$$[u]_{2+\alpha} = \sum_{i,j=1}^d [D_{ij}u]_\alpha,$$

and we denote $C^{2+\alpha} = C^{2+\alpha}(\mathbb{R}^d)$ the set of all functions $u$ for which $|u|_{2+\alpha} := \sup |u| + [u]_{2+\alpha} < \infty$.

**Assumption 6.1.** For some numbers $K \geq 1, \kappa, \alpha \in (0, 1)$, for any $\beta \in \mathcal{A}$ we have

$$\text{tr} \ a(\beta) + |b(\beta)| + |c(\beta)| + |f(\beta, \cdot)|_\alpha \leq K, \quad c(\beta) \leq -\kappa.$$ 

Define

$$L^\beta u(x) = a^{ij}(\beta)u_{x^i x^j}(x) + b^i(\beta)u_i(x),$$

$$F(u_{ij}, u_i, u, x) = \sup_{\beta \in \mathcal{A}} \{a^{ij}(\beta)u_{ij} + b^i(\beta)u_i + c(\beta)u + f(\beta, x)\}.$$ 

We will be concerned with the following Bellman equation

(6.21) \quad $F(u_{x^i x^j}(x), u_{x^j}(x), u(x), x) = 0$ \quad $x \in \mathbb{R}^d$.

It is well known that under the above conditions there is a unique bounded viscosity solution of (6.21). This viscosity solution coincides with the probabilistic solution (see, for instance, [27]). We denote this solution by $v$.

Next for any $h \in (0, 1)$ and $\beta \in \mathcal{A}$ let a linear bounded operator $L_h^\beta : \mathcal{B}(\mathbb{R}^d) \to \mathcal{B}(\mathbb{R}^d)$ and a number $\rho_h^\beta > 0$ be defined.

**Assumption 6.2.** (i) for any $u \in C^{2+\alpha}(\mathbb{R}^d)$ we have

$$|L_h^\beta u - L^\beta u| \leq Kh^{\alpha}|u|_{2+\alpha}, \quad L_h^\beta 1 = 0,$$

(ii) the operator $u \to L_h^\beta u + \rho_h^\beta u$ maps nonnegative functions into nonnegative functions and

$$0 < \inf_{\beta} \rho_h^\beta \leq \sup_{\beta} \rho_h^\beta < \infty.$$ 

(iii) The operators $L_h^\beta$ are translation invariant: $L_h^\beta[u(\cdot + y)] = [L_h^\beta u](\cdot + y)$ for any $y \in \mathbb{R}^d, u \in \mathcal{B}(\mathbb{R}^d)$. 

LEMMA 6.1. For any $h \in (0, 1)$ there exists a unique bounded solution $v_h$ of the equation

$$
\sup_{\beta \in \mathcal{A}} \{ L^h_k v_h(x) + c(\beta) v_h(x) + f(\beta, x) \} = 0 \quad x \in \mathbb{R}^d.
$$

A new (and to the best of author’s knowledge, the first general) result on the rate of convergence is the following theorem.

THEOREM 6.2. There is a constant $N = N(d, K, \alpha, \kappa)$ such that for all $x \in \mathbb{R}^d$ and $h \in (0, 1)$

$$
|v(x) - v_h(x)| \leq N h^{\alpha^2/(2+2\alpha)^2}.
$$

7. – Safonov’s proof of the basic a priori estimate

The author believes that this proof should be part of general knowledge for mathematicians even remotely concerned with the theory of partial differential equations.

We will use several simple and known facts. First of them is the maximum principle, from which one derives that if $u$ is sufficiently smooth and $\Delta u = f$ in the ball $B_\rho$ of radius $\rho$ centered at the origin and $u = 0$ on $\partial B_\rho$, then $|u(x)| \leq (\rho^2 - |x|^2) \max |f|$ and $|u| \leq \rho^2 \max |f|$ in $B_\rho$.

Also, if a smooth function $g$ is given on $\partial B_\rho$, one can solve Laplace’s equation $\Delta u = 0$ in $B_\rho$ with boundary condition $u = g$ on $\partial B_\rho$. This solution can be represented by Poisson’s integral formula from which one sees that, say

$$
|D_{ijk} u(0)| \leq N \rho^{-3} |g|_{B_\rho} \quad (|g|_{B_\rho} := \max_{B_\rho} |g|),
$$

where $N$ is a constant independent of $g, \rho$.

Further, for $k = 0, 2$ denote by $\mathcal{P}_k$ the set of all polynomials of $x \in \mathbb{R}^d$ of degree at most $k$. It is easy to understand and prove that Hölder continuous functions can be characterized by the rate of their approximation by polynomials. For example, if

$$
[u]_{k+\alpha}^r = \sup_{x, \rho} \frac{1}{\rho^{k+\alpha}} \inf_{p \in \mathcal{P}_k} |u - p|_{x+B_\rho},
$$

then for a constant $N$ depending only on $d, \alpha$ and any $u \in C^{k+\alpha}$ we have

$$
[u]_{k+\alpha}^r \leq N [u]_{k+\alpha}, \quad [u]_{k+\alpha} \leq N [u]_{k+\alpha}^r.
$$

With these facts at hand we can prove the following basic a priori estimate.
Theorem 7.1. Let $0 < \alpha < 1$. Then there exists a constant $N = N(d, \alpha)$ such that for any $u \in C^{2+\alpha}(\mathbb{R}^d)$ we have

\begin{equation}
[u]_{2+\alpha} \leq N[\Delta u]_\alpha.
\end{equation}

Proof. Denote $f = \Delta u$, take a constant $K \geq 1$ to be specified later and take $\rho > 0$. Also denote by $T_0^2u$ the second-order Taylor polynomial of $u$ at 0 and let $h$ be a unique solution of $\Delta h = 0$ in $B_{(K+1)\rho}$ with boundary data $h = u - T_0^2u$ on $\partial B_{(K+1)\rho}$. The function

$$w(x) = u(x) - T_0^2u(x) - h(x)$$

satisfies $\Delta w(x) = f(x) - f(0)$ in $B_{(K+1)\rho}$ and $w = 0$ on $\partial B_{(K+1)\rho}$. Observe that by definition $|f - f(0)| \leq (K + 1)\rho^{\alpha}[f]_\alpha$ in $B_{(K+1)\rho}$, so that

$$|w|_{B_{\rho}} \leq N(K + 1)^2\rho^{2+\alpha}\max_{B_{(K+1)\rho}} |f - f(0)| \leq N(K + 1)^{2+\alpha}\rho^{2+\alpha}[f]_\alpha.$$ 

By Taylor’s formula

$$|h - T_0^2h|_{B_{\rho}} \leq N\rho^3\max_{i,j,k} |D_{ijk}h|_{B_{\rho}},$$

and since about any point in $B_{\rho}$ there is a ball of radius $K\rho$ belonging to $B_{(K+1)\rho}$, we have

$$|D_{ijk}h|_{B_{\rho}} \leq N(K\rho)^{-3}|h|_{B_{(K+1)\rho}}, \quad |h - T_0^2h|_{B_{\rho}} \leq NK^{-3}|h|_{B_{(K+1)\rho}} = NK^{-3}|h|_{B_{(K+1)\rho}} = NK^{-3}|u - T_0^2u|_{B_{(K+1)\rho}}.$$ 

By Taylor’s formula the last norm is less than $N(K + 1)^{2+\alpha}\rho^{2+\alpha}[u]_{2+\alpha}$. Therefore,

$$|h - T_0^2h|_{B_{\rho}} \leq NK^{-3}(K + 1)^{2+\alpha}\rho^{2+\alpha}[u]_{2+\alpha},$$

$$|u - T_0^2u - T_0^2h|_{B_{\rho}} \leq |u|_{B_{\rho}} + |h - T_0^2h|_{B_{\rho}} \leq N\rho^{2+\alpha}[(K + 1)^{2+\alpha}[f]_\alpha + K^{-3}(K + 1)^{2+\alpha}[u]_{2+\alpha}] .$$

In particular,

$$\frac{1}{\rho^{2+\alpha}} \inf_{p \in \mathbb{R}^d} |u - p|_{B_{\rho}} \leq N(K + 1)^{2+\alpha}[f]_\alpha + NK^{-3}(K + 1)^{2+\alpha}[u]_{2+\alpha} .$$

Since we can consider balls centered at any point in the same way, we get

$$[u]_{2+\alpha} \leq N(K + 1)^{2+\alpha}[f]_\alpha + NK^{-3}(K + 1)^{2+\alpha}[u]_{2+\alpha},$$

which by the equivalence of seminorms $[\cdot]'$ and $[\cdot]$ implies that

$$[u]_{2+\alpha} \leq N_1(K + 1)^{2+\alpha}[f]_\alpha + N_1K^{-3}(K + 1)^{2+\alpha}[u]_{2+\alpha} .$$

To finish the proof of (7.1) it remains only to take $K$ so large that $N_1K^{-3}(K + 1)^{2+\alpha} \leq 1/2$. The theorem is proved.
8. – Four coordinates

In this section we outline a method of reducing the Dirichlet problem in a domain to equations on a manifold without boundary. For simplicity we demonstrate this method on the example of Laplace’s equation.

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \). Moreover, assume that there is a function \( \psi \in C^2(\mathbb{R}^d) \) such that \( \Omega = \{ \psi > 0 \} \) and \( \Delta \psi \leq -1 \) in \( \Omega \) and \( |\psi_x| > 0 \) on \( \partial \Omega \). Consider the following problem

\[
\Delta u + f = 0 \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \partial \Omega,
\]

where \( f \) is a given function. In view of the boundary condition it is natural to look for a solution in the form \( u = v \psi \). Then from (8.2) we get the following equation for \( v \)

\[
\psi \Delta v + 2 \psi_x v_{x,i} + \psi \Delta \psi + f = 0 \quad \text{in} \quad \Omega.
\]

Usually in order to have uniqueness for solutions of an equation one needs to add boundary conditions. However, no boundary conditions are needed for (8.3). Indeed, the difference between two solutions satisfies \( \psi \Delta w + 2 \psi_x w_{x,i} + \psi \Delta \psi = 0 \), that is \( \Delta (\psi w) = 0 \) in \( \Omega \) and \( \psi w = 0 \) on \( \partial \Omega \), hence \( \psi w = 0 \) and \( w = 0 \) in \( \Omega \).

In a sense the boundary disappears. Nevertheless, equation (8.3) cannot be treated by methods known for the whole space. The reason for this is that those methods work, roughly speaking, only when the matrix of coefficients of second order derivatives can be represented as square of a smooth matrix and, in addition, the coefficient of the unknown function is negative and bounded away from zero.

Since even the first derivatives of \( \sqrt{\psi} \) are unbounded near \( \partial \Omega \) the natural idea appeared to take a surface “above” \( \Omega \) and lift all objects to this surface in such a way that \( \sqrt{\psi} \) become a smooth function. For example, we can take the surface in \( \mathbb{R}^{d+1} \) defined by the equation \( r^2 = \psi(x) \), \( r \in [0, \infty) \), \( x \in \Omega \). Then \( \sqrt{\psi} = r \) is a very good function of \( r \). To lift the equation onto the surface we have to find a function \( w(x, r) \) such that \( w(x, \sqrt{\psi(x)}) = v(x) \). The latter equation makes it possible to express derivatives of \( v \) through derivatives of \( w \).

For instance, for \( r^2 = \psi(x) \) one has

\[
v_{x,i} = \left( \frac{\partial}{\partial x^i} + \frac{1}{2\sqrt{\psi}} \psi_x \frac{\partial}{\partial r} \right) w = w_{x,i} + \frac{1}{2r} \psi_x w_r,
\]

\[
v_{x,i,j} = \left( \frac{\partial}{\partial x^i} + \frac{1}{2\sqrt{\psi}} \psi_x \frac{\partial}{\partial r} \right) \left( \frac{\partial}{\partial x^j} + \frac{1}{2\sqrt{\psi}} \psi_x \frac{\partial}{\partial r} \right) w
\]

\[
= w_{x,i,j} + \frac{1}{2r} \psi_x w_{x,ir} + \frac{1}{2r} \psi_x w_{x,ij} + \frac{1}{4r^2} \psi_x \psi_x \left( w_{rr} - \frac{1}{r} w_r \right)
\]

\[
+ \frac{1}{2r} \psi_{x,i,j} w_r.
\]
By plugging this formulas in (8.3) we get the equation
\[(8.4) \quad r^2 \Delta w + r \psi \psi_{x^i} w_{x^i} + \frac{1}{4} |\psi_x|^2 \left( u_{rr} + \frac{3}{r} r_{r} + \frac{1}{r^2} \right) + \frac{r}{2} \Delta \psi + 2 \psi_x w_{x^i} + w \Delta \psi + f = 0,\]
which \(w\) has to satisfy on the surface \(r^2 = \psi(x)\). It turns out that although (8.4) involves derivatives with respect to all coordinates \(x\) and \(r\), it is an equation on the surface. In other words, the equation defines \(w\) uniquely on the surface. Of course, this property follows at once from the fact that if \(w\) satisfies (8.4) on the surface \(r^2 = \psi(x)\), then \(w(x, \sqrt{\psi(x)})\) satisfies (8.3) in \(\Omega\).

On the first sight we have not gained to much. Indeed, while trying to make derivatives of \(\sqrt{\psi}\) bounded we got unbounded coefficients in equation (8.4) itself. However, one can remember that \(u_{rr} + (3/r) u_r\) is the radial part of four-dimensional Laplacian, so that if \(r\) is interpreted as \(\sqrt{(x^{d+1})^2 + \ldots + (x^{d+4})^2}\), then
\[w_{rr} + \frac{3}{r} w_r = \sum_{v=d+1}^{d+4} w_{x^v x^v}.\]

Now the equation \(r^2 = \psi(x)\) describes a surface in \(\mathbb{R}^{d+4}\) and on this surface the function \(w(x^1, \ldots, x^{d+4})\) which is spherically symmetric with respect to \(x^{d+1}, \ldots, x^{d+4}\) satisfies the equation
\[\sum_{v=d+1}^{d+4} (x^v)^2 \Delta w + \sum_{v=d+1}^{d+4} \sum_{i=1}^{d} x^v \psi_{x^i} w_{x^i x^v} + \frac{1}{4} |\psi_x|^2 \sum_{v=d+1}^{d+4} w_{x^v x^v} \]
\[+ \frac{1}{2} \Delta \psi \sum_{v=d+1}^{d+4} x^v w_{x^v} + 2 \sum_{i=1}^{d} \psi_{x^i} w_{x^i} + w \Delta \psi + f = 0.\]

This equation has smooth coefficients, the condition on the matrix of coefficients can be easily checked out and there is no boundary.

Of course, an appeal to this equation in investigating (8.2) looks weird, but for many degenerate fully nonlinear equations this method yielded the best results.
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