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0. – Introduction.

In a fundamental work [29] Serrin obtained very general conditions under which the Dirichlet problem for a quasilinear elliptic equation with arbitrary smooth boundary values is solvable in a given domain; he also showed that these conditions were sharp in that the problem is not solvable for some (infinitely differentiable) boundary values when they are violated. Prior to [29], existence of solutions for uniformly elliptic equations had been shown by Ladyzhenskaya and Ural'tseva [18] and for uniformly convex domains by Gilbarg [6]. A natural question to ask is, what sort of existence theory can be established for the first initial-boundary value problem for quasilinear parabolic equations? For uniformly parabolic equations this question was answered by Ladyzhenskaya and Ural'tseva [19] at the same time as their work on elliptic problems, and following Serrin's work came several investigations on nonuniformly parabolic problems: [2], [12], [33]. Unfortunately all of these works fall short of the comprehensiveness of [29]. Edmunds and Peletier [2] consider a slight generalization of the uniformly parabolic case while Ivanov [12] considers a parabolic version of Gilbarg's uniformly convex problems; in both cases we shall see that their results are not best possible even within the restricted settings. Trudinger [33] fares better in that he proves solvability under conditions essentially as general as Serrin's, but he does not examine the sharpness of his conditions. (We also mention the work of Iannelli and Vergara Caffarelli [11], Lichnewsky and Temam [20], and Marcellini and Miller [28] on the time-dependent prescribed mean curvature equation. These authors
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are concerned with non-classical solutions, in particular the solutions in [20] and [28] do not generally assume their boundary values even in a weak sense, so their results are not strictly comparable to ours. Moreover they only consider time independent boundary values.)

The purpose of this paper is to present sharp parabolic analogs of Serrin’s existence and non-existence results. As we shall see, the elliptic methods carry over to the parabolic setting with only minor changes. This fact is apparent in [33] but not in [2] or [12], so we shall repeat many of the details. Moreover we consider somewhat less smooth initial and boundary values (corresponding to the regularity of boundary values for elliptic problems in [21]) than would be used in a strict analog of Serrin’s theory.

Of course the key to our existence theory is the establishment of certain \emph{a priori} estimates, and most of our effort is to prove such estimates. After we present some basic results in Section 1, we discuss the crucial estimate, on the spatial gradient of the solution on the lateral boundary, in Section 2. Related to this boundary gradient estimate are some oscillation estimates which imply non-existence of solutions for certain initial-boundary data; these estimates and non-existence results appear in Section 3. Estimates (other than the boundary gradient estimate) needed for the existence program are given in Section 4. These estimates have all appeared before (in [2], [12], [16], [19], [22], [30], [32]) so we shall give all but one in simplified form; the exception is a Hölder estimate of the gradient near the boundary. For our purposes the version of this estimate due to Ladyzhenskaya and Ural’tseva [19] by itself is inadequate so we use also some results of Krylov [16] adapted to the less smooth initial and boundary values we are considering. A somewhat different approach appears in [17]. Finally some existence theorems, extending those in [2], [12] and [33], are given in Section 5.


We denote by $\Omega$ a cylindrical domain in $\mathbb{R}^{n+1}$ ($n \geq 1$), i.e., $\Omega$ has the form $\Omega = D \times (0, T)$ for some open, connected $D \subset \mathbb{R}^n$ and some positive $T$ (although most of our discussion is applicable to non-cylindrical domains as well), and we define

$$B\Omega = D \times \{0\}, \quad C\Omega = \partial D \times \{0\}, \quad S\Omega = \partial D \times (0, T),$$

$$S\Omega = B\Omega \cup C\Omega \cup S\Omega.$$
The significance of the letters $B, C, S, \mathfrak{B}$ is discussed in [24]. Points in $\mathbb{R}^{n+1}$ will be denoted by $X = (x, t)$, $Y = (y, s)$, etc., and we write

$$D_i = \partial \partial x^i, \quad D_{ij} = \partial^2 \partial x^i \partial x^j \quad \text{for } i, j = 1, \ldots, n.$$ 

We use a subscript $t$ to denote differentiation with respect to $t$, and we define $C^{2,1}(\Omega)$ to be the set of all functions $u$ such that $u, D_i u, D_{ij} u, u_{t}$ ($i, j = 1, \ldots, n$) exist and are continuous on $\Omega$. Define the operator $P$ on $C^{2,1}(\Omega)$ by

$$Pu = a^{ij}(X, \nu, Du) D_{ij} u + a(X, \nu, Du) - u_i.$$ 

We observe here and below the convention that repeated indices are to be summed from 1 to $n$, and $Du = (D_1 u, \ldots, D_n u)$.

Our concern in this paper is with the problem

(1.1) \hspace{1cm} Pu = 0 \quad \text{in } \Omega, \quad u = \varphi \quad \text{on } \partial \Omega

for continuous $\varphi$ under the assumption that $P$ is parabolic, i.e., the matrix $(a^{ij}(X, \nu, p))$ is positive for all $(X, \nu, p) \in \Omega \times \mathbb{R} \times \mathbb{R}^n$. Additional hypotheses will be imposed on $P, \varphi,$ and $\Omega$ presently. Associated with $P$ are the maximum and minimum eigenvalues, $\lambda$ and $\mu$, respectively, of the matrix $(a^{ij})$ and the Bernstein invariant [1, p. 456]: $\mathfrak{b} = a^{ij} p_i p_j$.

Various Hölder norms and spaces will be used; our notation follows [24] and should be compared with that in [7] and [19, Sect. 1.1]. We use $| |$ to denote the usual Euclidean length

$$|x| = \left( \sum_{i=1}^{n} (x_i)^2 \right)^{1/2}$$

on $\mathbb{R}^n$ as well as the parabolic length

$$|X| = (|x|^2 + |t|)^{1/2}$$

on $\mathbb{R}^{n+1}$, and we denote by $H_\alpha(\Omega)$ the set of all uniformly continuous functions $u$ equipped with the norm

$$|u|_{0, \Omega} = \sup_{\Omega} |u|.$$
For $\alpha \in (0, 1]$ and $\beta \in (0, 2]$ we define

$$[u]_{a;\Omega} = \sup \{|u(X) - u(Y)|/|X - Y|^{a}: X \neq Y \in \Omega\},$$

$$[u]_{a;D} = \sup \{|u(x) - u(y)|/|x - y|^{a}: x \in D, \quad y \in \partial D\},$$

$$[u]_{a;\Omega} = \sup \{|u(x, t) - u(y, t)|/|x - y|^{a}: x \in D, \quad y \in \partial D, \quad 0 < t < T\},$$

$$\langle u \rangle_{\beta;\Omega} = \sup \{|u(x, t) - u(x, s)|/(t - s)^{\beta/2}: x \in D, \quad 0 < s < t < T\},$$

and we suppress the subscripts $\Omega$ and $D$ when these are clear from the context. For $a = k + \alpha$ where $k$ is a non-negative integer and $0 < \alpha < 1$, we denote by $H_a(\Omega)$ the set of all functions $u$ for which all derivatives of the form $D_x^i D_t^j u(j + 2i < k)$ exist and are continuous with finite. Setting

$$|u|_a = \sum_{j + 2i < k} |D_x^j D_t^i u|_0 + \sum_{j + 2i = k} [D_x^j D_t^i u]_a + \sum_{j + 2i = k - 1} \langle D_x^j D_t^i u \rangle_{1 + \alpha},$$

finite. Setting

$$d(x) = \text{dist}(x, \partial D), \quad d^a(X) = \min\{d(x), t\},$$

we introduce for $\delta > 0$,

$$\Omega_\delta = \{X \in \Omega: d^a(X) > \delta\}, \quad \Omega'_\delta = \{X \in \Omega: d(x) < \delta\},$$

$$D'_\delta = \{x \in D: d(x) < \delta\}.$$

We then denote by $H_a^{(\delta)}(\Omega)$ the set all of $u$ which restrict to $H_a(\Omega_\delta)$ functions for all $\delta > 0$ and for which

$$|u|^{(\delta)}_{a;\Omega} = \sup_{\delta > 0} \delta^{\alpha + \beta} |u|_a : \Omega_\delta$$

is finite.

For $\gamma > 0$, we denote by $H_\gamma(\Omega)$ the space of all functions $\varphi$ on $\Omega$ which are restrictions of $H_\gamma(\bar{\Omega})$ functions for some open $\bar{\Omega} \supset \Omega$, equipped with the norm

$$|\varphi|_{\gamma;\Omega} = \inf \{|\varphi|_{\gamma;\bar{\Omega}}: \bar{\Omega} \supset \Omega, \quad \varphi = \varphi \text{ on } \Omega\}.$$

Similarly $H_\gamma(S\Omega)$ denotes the set of all restrictions to $S\Omega$ of $H_\gamma(\bar{\Omega})$ functions, and $H_\gamma'(\Omega)$ denotes the set of all $\varphi \in H_\gamma(\Omega)$ whose restriction to $S\Omega$ lies in $H_\gamma(S\Omega)$ and for which the function $q_\varphi$ given by $q_\varphi(x) = \varphi(x, 0)$ has
finite norm $[\varphi_{\partial D}]$. Other useful collections of functions are

1. $C^1(\Omega)$, the set of all functions $u \in H_0(\Omega)$ with $Du \in H_0(\Omega)$,
2. $W^{2,1}_{n+1}$, the set of all functions $u$ such that $|u|^{n+1}$, $|Du|^{n+1}$, $|D^2u|^{n+1}$ are integrable over $\Omega$ with respect to the measure $dx dt$, and
3. $C^\infty(\mathfrak{F})$ the set of all functions on $\mathfrak{F}$ which are restrictions of infinitely differentiable functions (with respect to $x$ and $t$) in $\mathbb{R}^{n+1}$.

If $D$ is bounded and if there is a function $\varphi \in C^1(\mathbb{R}^n)$ such that

$$D = \{x \in \mathbb{R}^n : \varphi(x) > 0\}$$

and $|D\varphi| \neq 0$ on $\partial D$, we say that $\partial D \in C^1$ or $\partial \Omega \in C^1$. If also $\varphi \in H_\gamma$ for some $\gamma > 1$, we say that $\partial D \in H_\gamma$ or $\partial \Omega \in H_\gamma$. When $\partial \Omega \in H_\gamma$ for some $\gamma > 1$, it follows from [24, Sect. 2] that the sets $H_\gamma(\mathfrak{F})$, $H_\gamma(\mathfrak{F})$, and $H_\gamma$ are invariant under $H_\gamma$ changes of coordinates and that there is an intrinsically defined norm on $H_\gamma(\mathfrak{F})$ which is equivalent to the one we have given.

Next we note that $H_\gamma(\mathfrak{F})$ functions have useful extensions.

**Lemma 1.** Let $\varphi \in H_\gamma(\mathfrak{F})$ for some $\gamma \in (1, 2]$. Then for any positive constants $M$ and $\varepsilon$ with $M > \sup |\varphi|$ and any $y \in \partial D$, there is a function

$$\bar{\varphi} \in C(\overline{\Omega} \times [0, 1]) \cap C^\infty(\Omega \times (0, 1))$$

and a constant $\Phi = \Phi(\varepsilon, M, n, |\varphi|_{\gamma; \mathfrak{F}})$ such that

\begin{align*}
(1.2a) & \quad \bar{\varphi}(y, T, 0) = \varphi(y, T), \\
(1.2b) & \quad \bar{\varphi}(X, 0) \geq \varphi(X) \quad \text{for all } X \in \mathfrak{F}, \\
(1.2c) & \quad \bar{\varphi}(X, x) = M \quad \text{for all } (X, x) \in \overline{\Omega} \times [0, 1] \quad \text{with } |x - y| > \varepsilon, \\
(1.2d) & \quad |\bar{\varphi}| + \sum_{i=0}^n |\varphi_i| < \Phi, \quad \sum_{i,j=0}^n |\varphi_{ij}| + |\bar{\varphi}_t| < \Phi|x^0|^\gamma - 2,
\end{align*}

where subscripts denote differentiation with respect to $x^i$, $x^j$, or $t$, and $\bar{\varphi}$ and its derivatives are evaluated at $(X, x) \in \Omega \times (0, 1)$ in (1.2d). Moreover, if there is a constant $\Phi_1$ such that

\begin{align*}
(1.3) & \quad |\varphi(x, t) - \varphi(x, T)| < \Phi_1(T-t) \quad \text{for all } x \in \partial D \quad \text{with } |x - y| < \varepsilon, \quad 0 < t < T,
\end{align*}
then (1.2) holds, and

\[(1.4) \quad |\tilde{\varphi}| < \Phi.\]

**Proof.** Let \(\Omega \supset \tilde{\Omega}\), and let \(\tilde{\varphi}\) be an \(H_\nu(\tilde{\Omega})\) function with \(\tilde{\varphi} = \varphi\) on \(\partial \Omega\) and \(|\tilde{\varphi}|_\nu < C|\varphi|_\nu\). For \(\psi \in C^\infty(\mathbb{R}^n)\) supported in \(\{x - y| < 1\}\) with \(0 < \psi < 1\) in \(\mathbb{R}^n\) and \(\psi(y) = 1\), we set

\[(1.5) \quad \tilde{\varphi}(x, t) = [\tilde{\varphi}(x, T) + |\varphi|_\nu (T - t)^{\nu/2}] \psi(x) + M(1 - \psi(x)).\]

An appropriate \(\tilde{\varphi}\) is given by

\[\tilde{\varphi}(X, x^0) = \int_{\mathbb{R}^{n+1}} \tilde{\varphi}(x - s x^0, t - s(x^0)^\nu) \zeta(\eta, s) dY, \quad (Y = (\eta, s)),\]

for a suitable non-negative, compactly supported \(\zeta \in C^\infty(\mathbb{R}^{n+1})\) with \(\int \zeta dY = 1\) and \(\zeta(\eta, s) = 0\) for \(s > 0\). Then (1.2a, b, c) are clear. A proof of (1.2d) and a suitable \(\zeta\) are given in [23, Sect. 3]. When (1.3) holds, we replace \(|\varphi|_\nu (T - t)^{\nu/2}\) by \(\Phi_\nu(T - t)\) in (1.5) to obtain (1.4).

Note that \(\Phi\) actually depends on \(|\varphi|_\nu\) through the quantities

\[|\varphi(\cdot, T)|_\nu \quad \text{and} \quad \sup_{x \in \Omega} |\varphi(x, t) - \varphi(x, T)|/(T - t)^{\nu/2}.\]

In addition, by means of a suitable choice of the function \(\psi\) and the use of \(\varphi(X)\) rather than the term

\[\tilde{\varphi}(x, T) + |\varphi|_\nu (T - t)^{\nu/2}\]

in (1.5), we can guarantee that \(\tilde{\varphi}(X, 0) = \varphi(X)\) for all \(X\) in a given closed subset of \(\overline{\Omega} \cup \{x - y| < \varepsilon\}\).

We also recall from [23, Theorem 1.3 and 4.2(b)] properties of \(a\)-regularized distance.

**Lemma 1.2.** Let \(\partial \Omega \in H_\nu\) for some \(\gamma \in (1, 2]\). Then there is a function \(g \in H^{(\gamma)}_2\) such that

\[1/|c(D)| < g|d| < c(D) \quad \text{in } D, \quad |g|^{\gamma}_{H_2} < c(D), \quad |Dg| = 1 \quad \text{on } \partial D\]

for some positive constant \(c(D)\).

We close this section with a comparison principle based on [8, Theorem 10.1] which seems not to have been stated before in quite this form although it is similar to [3, Theorem 2.16] (cf. [2, Theorem 3]).
LEMMA 1.3. Let \( u, v \) be two functions in \( H_0(\Omega) \cap C^{\alpha,1}(\Omega) \) with \( u \leq v \) on \( \partial \Omega \), and \( Pu > Pv \) in \( \Omega \) for some parabolic operator \( P \) such that \( a^{ij} \) is independent of \( z \) and there is a non-negative constant \( \mu \) such that

\[
a(X, z_i, p) - a(X, z_2, p) < \mu |z_1 - z_2| \quad \text{for all } (X, p) \in \Omega \times \mathbb{R}^n \quad \text{and } z_1 > z_2.
\]

Then \( u < v \) in \( \Omega \).

PROOF. Set \( w = \exp(-\mu t)(u - v) \), and let \( X_0 \) be a point in \( \Omega \) where \( w \) attains its maximum. Since

\[
Du = Dv, \quad a^{ij}(X_0, Du)D_{ij}w < 0, \quad (u_i - v_i) \exp(-\mu t) > \mu w, 
\]

at \( X_0 \), it follows that, at \( X_0 \),

\[
0 < (Pu - Pv) \exp(-\mu t) 
= [a^{ij}(X_0, Du)D_{ij}w + a(X_0, u, Du) - a(X_0, v, Du) - u_i + v_i] \exp(-\mu t) 
\leq [a(X_0, u, Du) - a(X_0, v, Du) - \mu(u - v)] \exp(-\mu t) 
< 0 \quad \text{if } u(X_0) > v(X_0).
\]

Hence \( u < v \) at any maximum of \( w \), so \( w < 0 \) in \( \Omega \). \( \square \)

2. - The boundary gradient estimate.

We now give the estimates which are central to our existence program. In order to retain some clarity of exposition, we present details only in some cases with an indication of how to proceed in general.

We begin with some definitions and results essentially in [21], and based on [9] and [29]. Proofs of these results, often simplified from [21], are included for completeness and in order to consider comparison surfaces other than \( \partial D \).

For \( P \) as in Section 1 and \( u \) an \( H_0(\Omega) \cap C^{\alpha,1}(\Omega) \) solution of (1.1), we introduce an auxiliary operator \( \bar{P} \) by

\[
\bar{P}v = \bar{a}^{ij}(X, Du)D_{ij}v + \bar{a}(X, v, Du) - v.
\]

such that

\[
\bar{a}^{ij}(X, Du) = a^{ij}(X, u, Du), \quad \bar{a}(X, u, Du) = a(X, u, Du),
\]

\( \bar{a}(X, z, p) \) is non increasing in \( z \) for fixed \( (X, p) \in \Omega \times \mathbb{R}^n \).
(More general $P$ can be used but we see no reason to do so here.) Clearly \( \bar{a}^{ij}(X, p) = a^{ij}(X, u(X), p) \); we indicate later a suitable choice for \( \bar{a} \). Set 
\[
M = \sup_{\Omega} |u|, \text{ let } X_0 \in \partial \Omega, \text{ and let } N \text{ contain a set of the form } 
\{ X \in \mathbb{R}^{n+1} : |x - x_0| < \varepsilon, t_0 - \eta < t < t_0 \}
\]
for some positive \( \varepsilon \) and \( \eta \); we call \( N \) a parabolic neighborhood of \( X_0 \). If there are functions \( w^\pm \in H_0(\Omega \cap N) \cap C^{2,1}(N \cap \Omega) \) such that

\[
\begin{align*}
(2.1a) & \quad \pm \bar{P}w^\pm < 0 \quad \text{in } N \cap \Omega, \\
(2.1b) & \quad \pm w^\pm > \pm \varphi \quad \text{on } \partial \Omega \cap N, \\
(2.1c) & \quad \pm w^\pm > M \quad \text{on } \partial \Omega \cap N, \\
(2.1d) & \quad w^\pm(X_0) = \varphi(X_0),
\end{align*}
\]

we call \( w^+ \) an upper barrier and \( w^- \) a lower barrier at \( X_0 \): The comparison principle Lemma 1.3 then implies that

\[
w^+ > u > w^- \quad \text{in } N,
\]

so if \( w^\pm \) are in \( H_1 \), we can estimate

\[
\sup_{y \in B} \{|u(X_0) - u(y, t_0)|/|x_0 - y|\}.
\]

In particular if \( w^\pm \) and \( u \) are in \( C^1(\bar{\Omega}) \), we have

\[
|Du(X_0)| < \max \{|Dw^\pm(X_0)|\}.
\]

Thus a bound on \( |Dw^\pm(X_0)| \) independent of \( X_0 \) gives a bound on \( |Du|_{C^0(\partial \Omega)} \). We shall construct only upper barriers, which we call barriers, for brevity; similar arguments yield lower barriers.

The basic building block of our barriers is a comparison surface \( S = S^* \times (0, T) \). We assume that \( S^* \) is a surface in \( \mathbb{R}^n \) containing \( x_0 \) but disjoint from \( D \). We also assume the existence of a positive constant \( \delta_0 \) such that \( \partial S^* \) is disjoint from \( B^\prime = \{ x : |x - x_0| < \delta_0 \} \) and the function \( d(x) = \text{dist}(x, S^*) \) satisfies \( d \in C^1(B^\prime \cap \bar{\Omega}) \). (If we wish \( S^* \) to be \( \partial D \), we modify this definition by setting \( B^\prime = \Omega^\prime_{\delta_0} \) provided \( \delta_0 \) is small enough; in this way we can obtain a uniform boundary gradient estimate directly...
as in [21]). Our barriers will have the form (adapted from [9])

\begin{equation}
(2.2) \quad w(X) = \tilde{q}(X, \phi d(x)) + F \phi d(x)
\end{equation}

where \( f \) is a function at our disposal, \( \tilde{q} \) is as in Lemma 1.1 (with \( \varepsilon = \delta_0 \) and \( \Omega \) replaced by \( \Omega \cap \{ t < \delta_0 \} \)), and \( F = 1 + 3 \Phi + [\varphi_0]_{1, D} + \Theta \). Concerning \( f \), we assume that there is \( \delta \in (0, \delta_0) \) such that

\begin{align*}
(2.3a) \quad & f \in C^2([0, \delta]) \cap C^4(0, \delta), \\
(2.3b) \quad & f(0) = 0, \quad f(\delta) = 1, \quad f'(\delta) > 1, \\
(2.3c) \quad & f' < 0 \quad \text{on } (0, \delta).
\end{align*}

With \( N = \{ X \in B^k \times (0, T]: d(x) < \delta \} \), (2.3) implies (2.1b, c, d) so we need to determine \( \delta \) and \( f \) so that \( \bar{Q} \bar{w} < 0 \), in which case

\[ |Du(X_0)| < \Phi + \Phi f'(0) + F f'(0) < 2F f'(0). \]

As in Lemma 1.1 we use subscripts to denote derivatives of \( \tilde{q} \). Also we omit the arguments of \( d, f, \tilde{q}, \) and their derivatives, and we write \( \bar{a}^{ij} \) for \( \bar{a}^{ij}(X, Dw) \) and \( \bar{a} \) for \( \bar{a}(X, w, Dw) \). We also define

\[ \bar{\varepsilon}_d = \bar{a}^{ij} D_i d D_j d, \quad \bar{\varepsilon} = \bar{\varepsilon}(X, u, Dw), \]

\[ W_1 = \bar{a}^{ij} \bar{q}_{ii} + 2 f' \bar{a}^{ij} \bar{q}_{ij} D_i d + \bar{\varepsilon} d [\bar{\varphi}_0 (f') + (F + \bar{\varphi}_0) f'], \]

\[ W_2 = (F + \bar{\varphi}_0) f' \bar{a}^{ij} D_i d + \bar{a}, \]

and observe that \( \bar{P} \bar{w} = W_1 + W_2 - w_1, \quad w_1 = \bar{\varphi}_1 \). Some basic results are collected in the following lemma (cf. [21, Sect. 2.1]).

\textbf{Lemma 2.1.} Let \( \gamma, M, P, \varphi, \tilde{q}, \bar{P}, \bar{\gamma}, \bar{S}, \) and \( w \) be as above. Then

\begin{align*}
(2.4) \quad & \bar{\varepsilon} < 4F^2 (f')^2 \bar{\varepsilon}_d + 2 \bar{A} \Phi^2, \\
(2.5) \quad & \frac{1}{2} F f' < |Dw| < 2 F f', \quad |Dw| > f'.
\end{align*}

If there are non-negative constants \( \mu_0 \) and \( \mu_1 \) such that

\begin{align*}
(2.6) \quad & \Lambda < \mu_1 \lambda |p|^2, \quad \text{or} \quad 4 \Lambda \Phi^2 < \bar{\varepsilon} \quad \text{and} \quad \Lambda < \mu_1 E, \quad \text{for} \quad |p| > \mu_0,
\end{align*}
then

$$\tilde{\varepsilon} < (8 + 8\mu_1 \Phi^2) F^2 (f')^2 \varepsilon_d \quad \text{for } f' > \mu_0,$$

and for any positive constants $c_2$ and $c_3$, we can determine $f$ and $\delta$ so that (2.3) is satisfied, $f' > c_2$ on $(0, \delta)$, and

$$Pw < W_2 - c_3 (f')^2 f''^2 \varepsilon_d + \Phi f''^2.$$

If also $\langle q \rangle_{2; 0} = \Phi_1$ is finite, then we can replace (2.8) by

$$(2.8)' \quad Pw < W_2 - c_3 (f')^2 f''^2 \varepsilon_d + \Phi_1.$$

**Proof.** We first note that

$$D_4 w = \tilde{\varphi}_i + (F + \tilde{\varphi}_0) f' D_4 d.$$

Therefore

$$\tilde{\varepsilon} = \tilde{a}^{ij} \tilde{\varphi}_i \tilde{\varphi}_j + 2f' (F + \tilde{\varphi}_0) \tilde{a}^{ij} \tilde{\varphi}_i D_4 d + (F + \tilde{\varphi}_0)^2 (f')^2 \varepsilon_d$$

$$< 2\tilde{a}^{ij} \tilde{\varphi}_i \tilde{\varphi}_j + 2(F + \tilde{\varphi}_0)^2 (f')^2 \varepsilon_d < 2\tilde{\Lambda} \Phi^2 + 2(\tilde{\Phi})^2 (f')^2 \varepsilon_d.$$

Since $(\tilde{\Phi})^2 < 2$, we have (2.4).

To prove (2.5) we have from (2.9) that

$$\frac{1}{3} F f' < \left( \frac{2}{3} F \right) f' - \Phi < |Dw| \left( \frac{4}{3} F \right) f' + \Phi < 2F f', \tag{2.9}$$

and

$$|Dw| > (F - \Phi) f' - \Phi > (F - \Phi) f' > f'. \tag{2.10}$$

When $A < \mu_1 \lambda |p|^2$, (2.7) follows from (2.4), (2.5), and the inequality $\lambda < \varepsilon_d$. When $4A \Phi^2 \varepsilon_d$, (2.7) follows from (2.4).

To obtain (2.8) and (2.8)' we first estimate $W_1$ by

$$W_1 < \frac{F}{2} \left[ f' + (8 + 8\mu_1 \Phi^2) F^2 (f')^2 f''^2 \right] \varepsilon_d. \tag{2.10}$$

Since (2.10) is obvious for $\Phi = 0$, we assume $\Phi \neq 0$, so

$$2f' \tilde{a}^{ij} \tilde{\varphi}_i \tilde{\varphi}_j D_4 d < \tilde{a}^{ij} \tilde{\varphi}_i \tilde{\varphi}_j (\Phi f''^2) + \Phi f''^2 (f')^2 \varepsilon_d$$

$$< \tilde{\Lambda} \Phi f''^2 + \Phi f''^2 (f')^2 \varepsilon_d.$$. 

Combining this inequality with
\[ \bar{a}^{ij} \bar{\phi}_{ij} < \bar{A} \Phi f^{\gamma-2}, \quad F + \bar{\phi}_a > \frac{F}{2} \]
gives
\[ W_1 < 2 \bar{A} \Phi f^{\gamma-2} + \left[ \frac{F}{2} f' + 2 \Phi (f')^2 f^{\gamma-2} \right] \varepsilon_a. \] (2.11)

The proof of (2.10) is completed by using (2.6) to infer that \( \bar{A} < \mu, \bar{\varepsilon} \), and then using (2.7).

To prove (2.8) and (2.8)' it therefore suffices to show that for any positive constants \( \mu_2 \) and \( \mu_3 \), there is a positive constant \( \delta_1 \) such that for any \( \delta \in (0, \delta_1] \), there is a function \( f \) satisfying (2.3a), \( f' > \mu_2 \) on \((0, \delta)\), and

\[ f'' + \mu_2 (f')^3 f^{\gamma-2} = 0, \]
(2.12a)

\[ f(0) = 0, \quad f(\delta) = 1. \]
(2.12b)

For a given \( \delta \), the solution of this boundary value problem is given implicitly by
\[ d = \delta H(f)/H(1), \quad H(f) = \int_0^f \exp (\mu_2 g^{\gamma-1}/(\gamma - 1)) \, dg. \]

Since \( H \) is independent of \( \delta \) and
\[ f' = \exp (-\mu_2 f^{\gamma-1}/(\gamma - 1)) H(1)/\delta > \exp (-\mu_2/(\gamma - 1)) H(1)/\delta, \]
we have also \( f' > \mu_2 \) if \( \delta \) is small enough.

We remark that (2.6) is a consequence of the usual conditions:
\[ A = O(\|\varphi\|) \quad \text{or} \quad A = o(\varepsilon) \quad \text{as} \quad |\varphi| \to \infty. \]

Also (2.6) can be replaced by \( A = O(\varepsilon) \) if \( |D\varphi| \) is small enough.

From this lemma, it follows that \( \bar{P}\varphi < 0 \) (for suitable \( f \) and \( \delta \)) provided \( \varepsilon_a \) or \( -W_1 \) is sufficiently large and positive. In particular if \( 1 = O(\varepsilon) \) (so that \( f'' \varepsilon_a \) is bounded from below by a constant as \( f' \to \infty \)) or if \( \varphi \) is independent of time (so that the term \( \Phi f''^2 \) is not present in (2.8)), then the calculations of [21] (see also [9] and [29]) carry over without essential charge to the parabolic setting.

**Theorem 2.2.** Let \( \varphi \in H_\gamma^\prime \) for some \( \gamma \in (1, 2] \) and suppose that for each
$x_0 \in \partial D$, there is a ball of fixed radius whose closure meets $\bar{D}$ only at $x_0$. If also

\[(2.6)' \quad |p|A = O(\varepsilon),\]

\[(2.13) \quad 1 = O(\varepsilon) \quad \text{or} \quad \varphi_i \equiv 0 \quad \text{on} \ S\Omega,\]

\[(2.14) \quad |a| = O(\varepsilon),\]

then any solution $u \in C^1(\bar{D}) \cap C^{2,1}(\Omega)$ of (1.1) obeys the estimate

\[(2.15) \quad |Du|_{\mathcal{A}, \partial \Omega} \leq K.\]

**Proof.** We take as comparison surface $S^*$ the surface of the ball in the hypotheses, and we choose $\delta = 1$. With $\tilde{a}(X, \varepsilon, p) = a(X, u(X), p)$ and $w$ given by (2.2), it is readily checked that $W = O(\varepsilon)$. The proof is completed by using (2.13) to estimate $\Phi^{\gamma-2}$ and then using Lemma 2.1 to obtain $\tilde{P}w < 0$. \[\blacksquare\]

We note that here and in the rest of this section, condition (2.13) can be localized to

\[(2.13)' \quad 1 = O(\varepsilon) \text{ in a neighborhood of any point where } \varphi_i \neq 0.\]

If $\gamma = 2$, we can use a comparison principle based on Krylov's maximum principle [15, Theorem 3.1] for $W^{2,1}_{n+1}$ solutions and the assumption that $\varphi$ is defined in $\Omega$ to relax (2.13) to the pointwise estimate

\[(2.13)'' \quad |q_i| = O(\varepsilon).\]

Moreover the $O(\varepsilon)$ term in (2.6)', (2.13), and (2.14) can be replaced by $O(|p|h(|p|)\varepsilon)$ where

$h$ is positive and non-increasing on $(0, \infty)$,\n
\[|p|h(|p|) \geq 1 \quad \text{for} \quad |p| > 1,\]

\[
\int_1^\infty \frac{1}{\tau^2 h(\tau)} \, d\tau = \infty,
\]

since in this case the differential equation (2.12a) is replaced by

\[f^\gamma + \mu_1 (f^\gamma)^2 \varepsilon h(\varepsilon f) f^{\gamma-2} = 0,\]

which is also solvable under our hypothesis (see [26, Section 2] for details).
Thus our Theorem 2.2 includes [2, Theorem 8] and [33, Theorem 6] as special cases. (In fact the version of (2.13) used in [2] is more restrictive than ours.) In comparing our results to those in [2], [12], and [33], we shall not mention these additional considerations again although the results in those references are stated in terms of the more general structure.

If the ball in Theorem 2.2 is replaced by any $H_\theta$ surface with $1 < \theta < 2$ and if we strengthen (2.6)' to

$$(2.6)' \quad |p|^{3-\theta} A = O(\delta),$$

then, by introducing the regularized distance $\rho$ of Lemma 1.2 in place of the ordinary distance $d$, (2.12a) is replaced by

$$(2.12a)' \quad f'' + \mu_\psi(f')^{\theta'} \rho^{\theta'-2} = 0,$$

where $\theta' = \min\{\gamma, \theta\}$ and this equation is solvable under our hypotheses (see [21, Sect. 2.1 and 2.2] for details). Similarly (2.14) can be replaced by

$$(2.14)' \quad |a| = O(1 + |p|^{\theta-2} d^{\theta-2}) \delta,$$

since we are again led to (2.12a)'. Moreover the hypotheses (2.6)', (2.13), (2.14)' are invariant under a change of variables

$$(x, t) \to (\bar{x}(x, t), t)$$

for $\bar{x} \in H_\theta$, so we infer a boundary gradient estimate in this case for non-cylindrical $H_\theta$ domains also.

For convex domains a boundary gradient estimate follows under weaker hypotheses.

**Theorem 2.3.** Let $\varphi \in H'_{\gamma}$ for some $\gamma \in (1, 2]$ and suppose $\Omega$ is convex. If (2.6), (2.13), and (2.14) hold, then any solution $u$ of (1.1) satisfies (2.15).

**Proof.** Now we use a supporting hyperplane for $S^*$ and take $\delta_0 = 1$. With $\bar{a}$ as in Theorem 2.2, we infer from (2.14) and the linearity of $d$ that $W_\delta = O(\delta)$. □

This theorem generalizes [33, Theorem 5]. An alternative proof is provided by introducing a concave regularized distance in $D$ from [23, Theorem 1.4] and proceeding as in [21, Sect. 2.3].

By strengthening the geometric restriction on $\Omega$, we can relax the growth restriction on $a$. We say that $D$ satisfies an enclosing sphere condition of
radius $R$ at $x_0 \in \partial D$ if there is a ball of radius $R$ containing $D$ such that $x_0$ is on the surface of this ball. If $D$ satisfies an enclosing sphere condition of radius $R$ at every point of $\partial D$, we say that $D$ is $R$-uniformly convex.

**Theorem 2.4.** Let $D$ be $R$-uniformly convex and let $\varphi \in H'_{\gamma}$ for some $R > 0$, $\gamma \in (1, 2]$. Suppose (2.6), (2.13), and

\[(2.16) \quad |a| < \frac{|p|C}{R} + O(\varepsilon),\]

where $C$ is the trace of $(a^i)$. Then (2.15) is valid for any solution $u$ of (1.1).

**Proof.** Fix $x_0 \in \partial D$, let $S^*$ be the (surface of the) enclosing sphere, and set $\delta = R/2$. From (2.9) we have

\[(2.17) \quad ||Dw| - (F + \varphi_0)f'| < \Phi,\]

and by direct computation we have

\[\tilde{a}^{ij}D_{ij}d = (\delta - \frac{x}{|x - y|})\]

where $y$ is the center of the ball. Thus, since $R/2 < |x - y| < R$, we have

\[W_s < - (F + \varphi_0)f' \frac{C}{R} + |Dw| \frac{C}{R} + (F + \varphi_0)f' \varepsilon_d/|x - y| < 0\]

\[< \Phi \frac{C}{R} + O((f')^2 \varepsilon_d) = O((f')^2 \varepsilon_d).\]

By virtue of Lemma 2.1 this estimate gives the boundary gradient estimate.

**Corollary 2.5.** Let $D$ be $R$-uniformly convex and let $\varphi \in H'_{\gamma}$ for some $R > 0$ and $\gamma \in (1, 2]$. If (2.6) holds and

or if $\gamma = 2$ and

\[(2.16)' \quad \Phi_1 + |a| < \frac{|p|C}{R} + O(\varepsilon)\]

\[(2.16)' \quad \Phi_1 + |a| < \frac{|p|C}{R'} + O(\varepsilon)\]

for some $R' > R$, then (2.15) is valid for any solution $u$ of (1.1).
PROOF. When (2.6) and (2.16)' hold, we replace (2.8) by (2.8)' in the proof of Theorem 2.4. When \( \gamma = 2 \) and (2.16)" holds, we have

\[
W < |Dw| \overline{c}$/R + \Phi \overline{c}$/R + O((f')^2 \varepsilon_\delta) + \Phi + \bar{a}
\]

and hence (by using (2.11) in place of (2.10))

\[
Pw < |Dw| \overline{c} \left( \frac{1}{R} - \frac{1}{R} \right) + \Phi \overline{c}$/R + 2 \overline{c} \Phi < 0
\]

for \( f' \) sufficiently large. \( \square \)

Corollary 2.5 with (2.16)" generalizes [12, Theorem 2.1] in which (2.16)" was strengthened to

\[
|a| = o(|p| A) + O(\varepsilon),
\]

\[
q_i = 0 \quad \text{or} \quad 1 = O(\varepsilon) \quad \text{or} \quad |p| A \to \infty.
\]

The geometric restrictions on \( D \) we have considered so far are simple conditions on the curvatures of the surface \( \delta^* \). More general conditions on the curvatures were given by Serrin [29, Sect. 9]. We use the modification [8, (14.43)] of these conditions (see also [31, pp. 850-852]). Suppose for \( |p| \neq 0 \) the coefficients of \( P \) can be decomposed so that

\[
(2.18a) \quad a^{ij}(X, z, p) = a^{ij}_\infty \left( X, \frac{p}{|p|} \right) A(X, z, p) + a^{ij}_p(X, z, p),
\]

\[
(2.18b) \quad a(X, z, p) = a_\infty \left( X, z, \frac{p}{|p|} \right) |p| A(X, z, p) + a_p(X, z, p),
\]

\[
(2.18c) \quad (a^{ij}_\infty) \text{ is positive semidefinite on } \delta D \times S^{n-1},
\]

\[
(2.18d) \quad a_\infty \text{ is non-increasing in } z \text{ for fixed } (X, \zeta) \in \delta D \times S^{n-1},
\]

\[
(2.18e) \quad a^{ij}_\infty \text{ and } a_\infty \text{ are continuous functions of } (x, \zeta) \in \delta D \times S^{n-1},
\]

where \( S^{n-1} = \{ \zeta \in \mathbb{R}^n : |\zeta| = 1 \} \), and define

\[
\sigma(X, p) = |p|^2 a_\infty(X, u(X), p) + |a_p(X, u(X), p)|,
\]

\( A_\infty \) being an upper bound on the magnitude of the eigenvalues of \( (a^{ij}_\infty) \).

For \( x_0 \in \partial D \), we now write \( S^*(x_0) \) and \( \delta_a(x_0) \) to make explicit the dependence on \( x_0 \), and we denote by \( \partial' D \) the set of all ordered pairs \( (y, x_0) \in \partial D \times \partial D \)
for which \(|y - x_0| < \delta_0(x_0)|. For \((y, x_0) \in \partial' D\), we define \(v(y) = Dd(y)\),

\[
(2.19a) \quad x^\pm(y, t; x_0) = a^l_{\infty}(y, t, \pm v(y)) \frac{Dd(y)}{Dd(x)} \pm a_{\infty}(y, t, v(y), t, \pm v(y)),
\]

\[
(2.19b) \quad x_0 = - \sup_{\partial^* D \times (0, T)} x^\pm(y, t, x_0).
\]

Choosing

\[
\tilde{a}(X, z, p) = a_{\infty}\left(X, z, \frac{p}{|p|}ight) |p|A(X, u, (X, p) + a_0(X, u, p)
\]

leads to additional boundary gradient estimates.

**Theorem 2.6.** Let \(\varphi \in H^y_{\tau}\) for some \(y \in (1, 2]\), suppose \(P\) can be decomposed according to (2.18), and suppose (2.6) and (2.13) hold. Define \(\kappa_0\) by (2.19) and suppose that

\[
(2.20a) \quad a^l_{\infty} \text{ and } a_{\infty} \text{ are Lipschitz functions of } (x, \zeta) \text{ uniformly in } (t, z),
\]

\[
(2.20b) \quad \kappa_0 > 0 , \quad \sigma = O(\delta),
\]

or

\[
(2.20') \quad \kappa_0 > 0 , \quad \sigma = o(|p|A) + O(\delta).
\]

Then any solution \(u\) of (1.1) satisfies (2.15).

**Proof.** Fix \(x_0 \in \partial D\), and for \(x \in D\) with \(|x - x_0| < \delta_0\) denote by \(y\) the nearest point to \(S^*\) on the intersection of \(\partial D\) and by \(v\) the normal to \(S^*\) through \(x\). Note that \(y\) is uniquely determined and that \(v(y) = Dd(y) = Dd(x)\).

From (2.17) we have

\[
(2.21) \quad |Dw - (F + \varphi_0) f' Dd| + |Dw - (F + \varphi_0) f'| \leq 2\Phi,
\]

so (2.5) implies that

\[
\left| \frac{Dw}{|Dw|} - Dd \right| \leq \frac{2\Phi}{|Dw|} - \frac{2\Phi}{f'}. 
\]

To obtain our boundary estimate, we compute:

\[
W = (F + \varphi_0) f' \Lambda a^l_{\infty} Dd + |Dw|\frac{\Lambda a_{\infty} + (F + \varphi_0) f' a^l_{\infty} Dd}{(F + \varphi_0) f'} + a_0
\]

\[
\leq |Dw|\frac{\Lambda [a^l_{\infty} Dd + a_{\infty}]}{\Lambda + \Phi a^l_{\infty} Dd} + a_0 + \sigma
\]

for \(c_1 = \sup \sum_{i,j-1} \frac{a_i Dd}{|Dd|} + 1\). The key step is an estimate of the term in square
If (2.20a) holds, then there is a constant \( c_2 \) such that
\[
S = a^X \left( X, \frac{Dw}{|Dw|} \right) D_{ij} d(x) + a_w \left( X, w, \frac{Dw}{|Dw|} \right) < a^X \left( X, \frac{Dw}{|Dw|} \right) D_{ij} d(y) + a_w \left( x, w, \frac{Dw}{|Dw|} \right)
\]
by [6, (14.99)].

If (2.20a) holds, then there is a constant \( c_2 \) such that
\[
S < a^X(y, t, v(y)) D_{ij} d(y) + a_w(y, t, w(X), v(y)) + c_2 \left( \left| \frac{Dw}{|Dw|} - D\tilde{d} \right| + |x - y| \right)
\]
\[
< - \kappa_0 + a_w(y, t, w(X), v(y)) - a_w(y, t, (y, t), v(t)) + c_2 \left( \frac{2\Phi}{f'} + |x - y| \right).
\]

Now \(|x - y| = \tilde{d}(x) - \tilde{d}(y) < \tilde{d}(x)\), so
\[
(2.22) \quad w(X) = \tilde{\Phi}(X, f \circ \tilde{d}(x)) + F \circ \tilde{d}(x)
\]
\[
< \tilde{\Phi}(y, t, 0) - \Phi|x - y| - \Phi \circ \tilde{d}(x) + F \circ \tilde{d}(x) < \Phi(y, t, 0) = \varphi(y, t).
\]

Also \( f'(\tilde{d}) \tilde{d} < \tilde{f}(\tilde{d}) < 1 \) since \( f' < 0 \). Using this inequality, (2.22), and the monotonicity of \( a_w \) with respect to \( z \) yields
\[
S < - \kappa_0 + c_2 (2\Phi + 1) f'.
\]

Thus
\[
W_z < - |Dw| \tilde{\kappa}_0 + \Phi A a^X D_{ij} d| + c_2 (2\Phi + 1) \tilde{A} |Dw| f' + c_1 \sigma = O(\tilde{\kappa})
\]
which leads to a boundary gradient as before.

On the other hand if (2.20)' holds, we can imitate the preceding calculations to infer that
\[
S < - \kappa_0 + o(1) \quad \text{as } f' \to \infty,
\]
and hence
\[
W_z < - |Dw| \tilde{\kappa}_0 + o(|Dw| \tilde{A}) + O(\tilde{\kappa}).
\]

Since \( \kappa_0 > 0 \), we therefore have \( W_z < O(\tilde{\kappa}) \) for \( f' \) large enough. 

When \( \gamma = 2 \) and \( S^* = \partial D \), Theorem 2.6 coincides with [33, Theorem 7].

As with Corollary 2.5, Theorem 2.6 holds without assuming (2.6) if \( \gamma = 2 \) and (2.20)' is satisfied. Also we can eliminate (2.13) from the hypotheses (for \( \gamma \in (1, 2] \)) if \( \langle \varphi \rangle_{2; \delta D} \) is finite and if (2.20) (or (2.20)') is suitably augmented.
Corollary 2.7. Let $\varphi \in H^y$ for some $y \in (1, 2]$, suppose $P$ can be decomposed according to (2.18), and suppose (2.6). If $\langle \varphi \rangle_{2; SD} = \Phi_1$ is finite and if either (2.20) and
\begin{equation}
\Phi_1 < \kappa_0 |p| \Lambda + O(\delta)
\end{equation}
or (2.20)' and
\begin{equation}
\Phi_1 < \kappa_0 \liminf_{|p| \to \infty} |p| \Lambda(X, \tau, p)
\end{equation}
are satisfied, then (2.15) is valid for any solution $u$ of (1.1).

Again, when $y = 2$ and (2.20)', (2.23)' hold, this corollary is true without (2.6).

We also point out that a simple variant of the decomposition (2.18), described in [8, Problems 14.2-14.4], allows us to recover our previous results as special cases of Theorem 2.6 or Corollary 2.7. In particular, Theorem 2.2 corresponds to Theorem 2.6 with (2.20) holding and $a^{(2)}_{\alpha \tau}, a^{(2)}_{\tau \tau}$ all zero.

Elliptic analogs of the theorems in this section appear in [8], [21], [26], [29], and [33]; the basis of all the results in these works is, of course, [29]. Moreover all the boundary gradient estimates of these works have simple analogs in the present work when (2.13) holds as well as more subtle ones like Corollaries 2.5 and 2.7 when (2.13) is not assumed.

The barrier constructions of this section generalize easily to non-Hölder moduli of continuity. As in [26] a boundary gradient estimate is valid for Dini moduli of continuity and a boundary Hölder estimate with arbitrary exponent in $(0, 1)$ is valid for non-Dini moduli. Also, by virtue of the local nature of our arguments, we can obtain boundary gradient estimates for equations with behavior appropriate to different theorems of this section at different points of $\partial \Omega$; see [29, Sec. 11].

We also point out that if $|a| < \mu^{(y-2)/2}$ for some positive constant $\mu$, a boundary gradient estimate can be obtained by adding
\begin{equation}
(2\mu/y)(\tau^{y/2} - \tau_0^{y/2})
\end{equation}
to our (upper) barrier and applying Lemma 1.1 to
\begin{equation}
\varphi + (2\mu/y)(\tau_0^{y/2} - \tau^{y/2})
\end{equation}
when determining $\bar{\varphi}$. Moreover, by virtue of the local nature of our arguments and the comments after Lemma 1.1, a boundary gradient estimate is valid if we only assume that $\varphi$ is smooth and $u$ is bounded whenever
The parabolicity of $P$ is expressed in terms of positive functions $\lambda_0(X, z, p, r)$ and $\Lambda_0(X, z, p, r)$ such that

$$\lambda_0\text{ tr}(\eta) \leq \mathcal{F}(X, z, p, r + \eta) - \mathcal{F}(X, z, p, r) \leq \Lambda \text{ tr}(\eta)$$

for all positive semidefinite matrices $\eta$. We then set

$$\xi(X, z, p) = \mathcal{F}(X, z, p, p \otimes p) - \mathcal{F}(X, z, p, 0),$$
$$a(X, z, p) = \mathcal{F}(X, z, p, 0),$$

and we assume there is a function $\Lambda(X, z, p)$ such that

$$\Lambda_0(X, z, p, \pm mp \otimes p) \leq \Lambda(X, z, p)$$

for $m$ and $|p|$ sufficiently large. Fixing $c_1 > 0$ and defining

$$\bar{P}v = -v_t + \mathcal{F}(X, u, Dv, D^2v),$$

we infer from the proof of Lemma 2.1 and (2.21) that

$$P\nu \leq -\nu_t + O(|\nu| + |\mu| + |f|) +$$
$$+ \mathcal{F}(X, u, D\nu, c_1 f^{r-2} D\nu \otimes D\nu) - \mathcal{F}(X, u, D\nu, 0)$$

for a suitable choice of $f$ in our barrier $\nu$. Under the hypotheses of Theorem 2.2, we therefore have

$$\bar{P}\nu \leq \mu f^{r-2} \xi + \mathcal{F}(X, u, D\nu, c_1 f^{r-2} D\nu \otimes D\nu) - \mathcal{F}(X, u, D\nu, 0)$$

If we make the additional assumption that

$$\mathcal{F}(X, u, p, mp \otimes p) - \mathcal{F}(X, u, p, 0) \leq -Km\xi$$

with the hypothesized bounds depending on $\xi$; of course the boundary gradient estimate is also dependent on $\xi$.

The estimates of this section apply to fully nonlinear equations using the methods and ideas of Futev [4]. We indicate briefly the necessary modifications when

$$Pu = -u_t + \mathcal{F}(X, u, Du, D^2u).$$
for some position constant $K$ and all large $m$ and $p$, we obtain $Pw < 0$ with $c_1 = 2\mu/K$. Moreover we can replace $Km$ by $K(m)$, with $K$ an unbounded increasing function in (2.25) when $\gamma = 2$. Similarly Theorem 2.3 holds in this case because the term $|p|\lambda$ is not present in (2.24). For the remaining theorems in this section, we refer the reader to [4].

We close this section by observing that in one space dimension, only Theorem 2.2 (or 2.3 which is equivalent because $\lambda = \lambda$ and $D$ is convex in this case) is applicable. Thus we have boundary gradient estimates for one-dimensional problems provided 1 and $a$ are not too large relative to $\lambda = \lambda = a^{11}$, or $\varphi_i = 0$ and $a$ is not too large. A supposed counter-example to this last assertion was given in [12, Theorem 5.2] but we have been unable to make sense of the construction in the English version of that work.

3. – Non-existence results.

We now show that (1.1) ceases to be solvable for arbitrary $\varphi \in H_\gamma$ when our structure and geometric conditions are violated. From the proof of these results it follows that (1.1) is not solvable in this case even for arbitrary $\varphi \in C^\infty$.

As with other results of this type, our starting point is a simple variant, Lemma 3.1, of the comparison principle used in Section 2. Our comparison functions are, in fact, taken almost directly from [8, Sect. 14.4], which is based on [29, Chapt. III]; the only difference between the functions there and here is that we add on a suitable multiple of $t$. Thus our results can hardly be considered new. Nonetheless they seem not to have been noticed before except in a few simple situations ([2, Theorem 17], [12, Theorem 5.1], and [28, Sect. 3]) where the precise relation between the time-dependence of $\varphi$ and the solvability of (1.1) is obscured.

Throughout this section $\bar{P}$ is as in Section 2 with $\bar{a}(X, z, p) = a(X, u, p)$, and $L, M, \theta, \beta$ denote positive constants with $\beta = \theta/(1 + \theta)$.

We now state our comparison principle, which is essentially [2, Theorem 16] (see also [8, Theorem 14.10] and [29, p. 459] for elliptic versions).

**Lemma 3.1.** Let $\Gamma^*$ be a relatively open $C^1$ portion of $\partial D$ with inner normal $v$, and set $\Gamma = \Gamma^* \times (0, T)$. If $u \in H_a(\Omega) \cap C^{2,1}(\Omega \cup \Gamma)$ and $v \in H_a(\Omega) \cap C^{2,1}(\Omega)$ satisfy $\bar{P}u < Pu$ in $\Omega$, $v > u$ on $\partial \Omega/\Gamma$, and $\partial v/\partial n = -\infty$ on $\Gamma$, then $v > u$ in $\Omega$. 
Let \( \delta = \text{diam } D \), \( \alpha \in (0, \delta/2) \), and \( y \in \partial D \). For \( \psi \in C^2(x, \delta) \) and \( m, x \) constants to be chosen, set

\[
(3.1) \quad w(X) = m + \psi(|x - y|) + xt.
\]

Suppose that \( \psi(\delta) = 0 \), \( \psi'(\alpha) = -\infty \), and \( \psi > 0 \) on \((x, \delta)\). If \( \bar{P}w < 0 = Pu \) on the set where \(|x - y| > \alpha \) and \(|u| > M\), then we choose

\[
m = \sup \{ u(X) : X \in \partial \Omega, |x - y| > \alpha \}
\]

and \( v = w \) in Lemma 3.1 to infer that

\[
(3.2) \quad \sup \{ u(X) : X \in \Omega, |x - y| = \alpha \} < \max \{ M, m + \psi(\alpha) + xT \}.
\]

Suppose there is a non-negative constant \( \eta \) such that

\[
(3.3) \quad -\eta + a < |p|^{\theta/2}(\eta + a) < -|p|^{\theta/2} \delta \quad \text{for} \quad |x| > M, \quad |p| > L.
\]

(Note that if also \( a < 0 \) and \( \eta > 0 \), then for any \( \eta' \in (0, \eta) \) we have

\[
-\eta' + a < |p|^{\theta/2}(-\eta + a) < -|p|^{\theta/2} \delta \quad \text{for} \quad |x| > M, \quad |p| > L + (\eta/\eta')^{2/\theta} + 1.
\]

Thus, in this case, we can assume \( \eta \) to be arbitrarily small.) Then a suitable \( \psi \) is given by

\[
\psi(r) = K((\delta - \alpha)^{\theta} - (r - \alpha)^{\theta})
\]

for sufficiently large \( K \) provided we take \( x = \eta \). Hence (3.2) is valid for this \( \psi \) and \( x \).

Now suppose there is a ball with center \( x_0 \) and radius \( R \) lying entirely in \( D \) with \( y \) on the boundary of the ball. For \( \epsilon \in (0, R) \) and \( \chi_\epsilon \in C^2(0, R - \epsilon) \) set

\[
(3.1)' \quad w^*(X) = m^* + \chi_\epsilon(|x - x_0|) + x^* t.
\]

Suppose also that \( \chi_\epsilon(0) = 0 \), \( \chi_\epsilon'(R - \epsilon) = \infty \), and \( \chi_\epsilon'' > 0 \) on \((0, R - \epsilon)\). If \( \bar{P}w^* < 0 = Pu \) where \(|u| > M\), \(|x - y| < \alpha\), \(|x - x_0| < R - \epsilon \) and if

\[
m^* = \sup \{ u(X) : X \in \Omega \text{ and } |x - y| = \alpha , \quad \text{or} \quad X \in B\Omega \text{ and } |x - y| < \alpha \},
\]

then Lemma 3.1 with \( v = w^* \) yields

\[
(3.2)' \quad \sup \{ u(X) : X \in \Omega , \quad |x - y| < \alpha , \quad |x - x_0| = R - \epsilon \} < \max \{ M, m^* + \chi_\epsilon(R - \epsilon) + x^* T \}.
\]
When also $\chi_{e}(R-\varepsilon) < \chi_0$ for some constant $\chi_0$ independent of $\varepsilon$, we can send $\varepsilon$ to zero so

$$(3.2)^r \quad \sup_{0 < t < T} u(y, t) < \max \{ M, m^* + \chi_0 + \chi_T \}.$$ 

In particular if there are constants $\Phi_1 > 0$ and $R' \in (0, R)$ such that

$$(3.3)' \quad -\Phi_1 + a + \frac{|p|G}{R^\alpha} < -|p|^\theta \varepsilon \quad \text{for } |z| > M, \ |p| > L$$ 

then a suitable $\chi_\varepsilon$ is given by

$$(3.4) \quad \chi_\varepsilon(r) = K[(R - \varepsilon)^\beta - (R - \varepsilon - r)^\beta]$$

for $K$ sufficiently large provided $\chi^* = \Phi_1$, $R - R' > \varepsilon$, and $\alpha > \varepsilon$. (There seems to be some confusion over this point on p. 349 of [6].) Hence $(3.2)^r$ holds with $\chi_0 = KR^\beta$. Since $(3.3)'$ implies (3.3) (with $\eta$ arbitrarily small if $\Phi_1 > 0$ and $\eta = 0$ if $\Phi_1 = 0$), it follows from (3.2) and (3.2)$^r$ with $\alpha = (R - R')/2$ that

$$u(y, t) < \max \{ M, m + K[(\delta - R)^\beta + R^\beta] + (\Phi_1 - \eta) T \} \quad \text{for } t \in (0, T).$$

Thus $\varphi(y, t)$ cannot be prescribed arbitrarily. Moreover by repeating the arguments above with $-u$ in place of $u$, we can relax (3.3)' to

$$(3.5) \quad \Phi_1 + |a| > \frac{|p|G}{R^\alpha} + |p|^{\theta \varepsilon} \quad \text{for } |z| > M, \ |p| > L$$

provided $a$ does not change sign on this set.

These considerations lead to our first non-existence result, which corresponds to the elliptic results [8, Theorem 14.11] and [29, Theorem 16.1] and which extends the parabolic results [2, Theorem 17] and [12, Theorem 5.1].

**Theorem 3.2.** Let $D$ be a bounded domain and let $R$ be the radius of the largest ball contained in $D$. If there are constants $\Phi_1$ and $R' \in (0, R)$ for which (3.5) holds and if $a$ does not change sign when $|z| > M, \ |p| > L$, then there is $\varphi \in C^\infty$ for which (1.1) is not solvable. Moreover for any $\varepsilon > 0$ this $\varphi$ can be chosen so that $|\varphi| < \Phi_1 + \varepsilon$ on $S$. If $\Phi_1 = 0$, we can choose $\varphi$ to be time independent.
Thus Theorem 2.2-2.4 are sharp in that \( \delta \) cannot be replaced by \(|p|^6 \delta \) in (2.6)', (2.13), (2.14), (2.16) and \( R \) cannot be replaced by a smaller number in (2.16). Also in Corollary 2.5, \(|\varphi_1|_0 \) cannot be increased beyond the bounds given by (2.16)' and (2.16)''.

Note that we could have used the corresponding comparison functions from [29, Chapt. III] in place of \( w \) and \( w^* \), and hence \(|p|^6 \) in (3.5), and in the corresponding conditions to come, can be replaced by \( h(|p|) \) for any positive, non-decreasing \( h \) with

\[
\int_0^\infty \frac{1}{\tau h(\tau)} \, d\tau < \infty.
\]

We also note an immediate corollary for the case \( n = 1 \).

**Corollary 3.3.** Let \( D \subset \mathbb{R}^1 \) be an interval. If

\[
|\varphi| + |a| > |p|^{1+2}a^{1+1} \quad \text{for } |z| > M, \ |p| > L
\]

and if \( a \) does not change sign, then there is \( \varphi \in C^\infty \) for which (1.1) is not solvable. Moreover for any \( \epsilon > 0 \) we can take \( |\varphi| < \Phi_1 + \epsilon \) and, if \( \Phi_1 = 0 \), we can take \( \varphi \) to be time independent.

For the time-dependent prescribed mean curvature equation

\[
u_1 = \frac{1}{n} \mathcal{M}u + h(x)
\]

where

\[
\mathcal{M}u = \text{div} \left( (1 + |Du|^2)^{-1} Du \right),
\]

Marcellini and Miller [28, Sect. 3] prove a version of Corollary 3.3 for time-independent boundary values.

Suppose now that the decomposition (2.18) for \( P \) is valid with \( a_\infty \) independent of \( z \) and \( \sigma = o(|p|A) \). (The following argument can be modified as in [29, Sect. 18] to allow \( a_\infty \) to depend on \( z \).) Suppose also that

\[
a < 0, \ \delta < A |p|^{1-\theta} \quad \text{for } |z| > M, \ |p| > 0.
\]

It is a simple calculation to check that \( \bar{P}w < 0 \) if \( w \) is given by (3.1) with
\( x = 0 \) and
\[
\varphi(r) = \beta^{-\beta} \int_{r}^{\delta} \left[ \log(\tau/x) \right]^{-\beta} d\tau
\]
so (3.2) holds. We now define \( x^- \) by (2.19a) with \( \delta \) as in Section 2 except that \( \delta^* \subset \partial \Omega \). For \( R \) be chosen and \( \chi_\epsilon \) as for (3.1)* we set
\[
w^{**} = m^{**} + \chi_\epsilon(R - d(x)) + x^{**} t.
\]
For a fixed \( t \), we see that
\[
P^{w^{**}} \leq -\chi_\epsilon' A(x^- + o(1) + \chi_\epsilon' [x_\epsilon']^{-2-\eta}) - x^{**}
\]
where the \( o(1) \) term tends to zero as \( R + 1/x_\epsilon \to 0 \). If \( \chi_\epsilon \) is given by (3.4), then, for any \( \eta > 0 \) and \( K \) sufficiently large depending on \( \eta \),
\[
P^{w^{**}} \leq -\chi_\epsilon' A(x^- - \eta) - x^{**}.
\]
Setting
\[
A_\infty = \limsup_{|p| \to \infty} |p| A,
\]
we infer that \( P^{w^{**}} < 0 \) if
\[
(3.8) \quad \chi_\epsilon(x^- + \Phi_1 > 0 \text{ or } x^- > 0 \quad \text{for all } t \in (0, T)
\]
by taking \( x^{**} = \Phi_1 \) or 0, respectively. Hence we obtain (3.2)' with \( x^* \) replaced by \( x^{**} \). We thus have an analog of [8, Theorem 14.12] and [29, Theorem 18.1].

**Theorem 3.4.** Suppose \( P \) can be decomposed according to (2.18) with \( \sigma = o(|p| A) \) and \( a_\omega \) independent of \( x \), and suppose (3.7) holds. Define \( x^- \) by (2.19a) (with \( \delta^* \subset \partial \Omega \)) and suppose (3.8) holds for some \( y \in \partial D \). Then there is \( \varphi \in C^\infty \) for which (1.1) is not solvable. If the first inequality of (3.8) holds, then we can take \( |p| \leq \varphi + \epsilon \), while if the second inequality holds, \( \varphi \) can be made time-independent.

Theorem 3.4 remains valid upon replacing \( a \) by \( -a \) in (3.7) and \( x^- \) by \( x^+ \) in (3.8). Also if one of the inequalities in (3.8) is valid only for \( t \) in some interval \( (t_0, t_1) \), then Theorem 3.4 still applies because we can repeat the proof with \( t_1 \) in place of \( T \) and \( \{X \in \partial \Omega : t < t_0 \} \) in place of \( \partial \Omega \) (and simi-
larly for Theorem 3.2). Thus we cannot increase $\kappa_0$ in Theorem 2.6 beyond the bound given there. Moreover conditions (2.23) and (2.23)' of Corollary 2.7 are sharp in that when $|p|/A$ has a limit as $|p| \to \infty$, $|\varphi|_{0}$ cannot be increased beyond the bounds given there, even for positive $\kappa_0$.

4. – The other estimates.

For our existence program, we need several estimates in addition to the boundary gradient estimate of Section 2. The simplest ones are bounds on the size of the solution and its gradient. Since these bounds, especially the gradient bound, have been proved under fairly general conditions elsewhere (e.g., [2, Sects. 3 and 5], [12, Sect. 3], [22], [30, Sect. 6]), we give them here only in simplified form.

In our first lemma, $C^1(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n)$ denotes the set of all functions $g$ on $\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n$ such that $g_x$, $g_z$, $g_p$ (but not necessarily $g_t$) exist and are continuous on $\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n$, and $\delta$ is the operator given by $\delta g = g_z + |p|^{-1} p \cdot g_x$.

**Lemma 4.1.** Let $u \in H_\delta(\Omega) \cap C^{2,1}(\Omega)$ be a solution of $(1.1)$, and let $\mu_0$, $\mu_1$, $\mu_2$, $\mu_3$ be non-negative constants.

(a) If

$$a(X, z, p) \frac{z}{|z|} < (\mu_1 |z| + \mu_2) \frac{\delta(X, z, p)}{|p|^2 + \mu_3 (|z| + 1)}$$

for $|p|, |z| \neq 0$,

then

$$|u|_0 < \exp (\mu_3 T) \left( |\varphi|_0 + \mu_4 \exp ((\mu_4 + 1) \text{diam } D) \right).$$

(b) If $u \in C^1(\overline{\Omega})$ and if there are functions $a^u_*, c_i$ such that

$$(a^u_*) is positive definite with minimum eigenvalue \lambda^*,$$

$$a^{ij} = a^u_+ + \frac{1}{2} (p_i c^j + p_j c^i),$$

$$a^{ij}_*, c^i, and a are in C^1(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n),$$

$$|p|^2/4 \lambda^* \sum_{i,j} (\delta a^{ij}_*)^2 + \delta a < \mu_0,$$

then

$$|Du|_{0; \Omega} < \exp (\mu_0 T/2) |Du|_{0; \Omega}.$$


PROOF. For (a), we assume first that \( \mu_2 > 0 \) and that \( D \) lies in the slab \( 0 < x^1 < d_0 = \text{diam } D \). Defining

\[
P v = a^{ij}(X, u, Dv) D_{ij} v + a(X, u, Dv) + \mu_2 (v - u) - v_i,
\]

\[
v(X) = \exp(\mu_3 t) \left( |p|_0 + 1 + \mu_2 \left[ \exp((\mu_1 + 1) d_0) - \exp((\mu_1 + 1) x^1) \right] \right) - 1,
\]

it is readily checked (cf. [8, Theorem 10.3]) that

\[
\bar{P} v < \bar{P} u \quad \text{in } \Omega^+ = \{X \in \Omega : u(X) > 0\}, \quad v > u \quad \text{on } \partial \Omega^+,
\]

\[
\bar{P}(-v) > \bar{P} u \quad \text{in } \Omega^- = \{X \in \Omega : u(X) < 0\}, \quad -v < u \quad \text{on } \partial \Omega^-.
\]

Hence by Lemma 1.3, we have \( |u| < v \) in \( \Omega \), which implies the desired result for \( \mu_2 > 0 \). For the case \( \mu_2 = 0 \), we let \( \mu_2 \) tend to zero.

For (b), we apply the operator \( D_k u D_{k} \) to the equation \( Pu = 0 \) and set \( v = |Du|^2 \). Following the proof of [8, Theorem 15.2], we see that \( v \) is a weak solution of the inequality

\[
D_i(a^{ij} D_j v) + b^i D_i v + \mu_0 v - v_i > 0;
\]

hence \( \bar{v} = \exp(-\mu_0 t) v \) is a weak solution of

\[
D_i(a^{ij} D_j \bar{v}) + b^i D_i \bar{v} - \bar{v}_i > 0;
\]

and thus \( |\bar{v}|_0 < |\bar{v}|_0, \Omega \) by [19, Theorem III.7.2].

We mention that a global gradient bound can be obtained without assuming \( u \in C^1 \) by combining the \( |u|_1 \) estimate from Section 2 and a suitable interior gradient bound as in [26, Sect. 4]. As the interior gradient bounds have not yet appeared explicitly in a suitable form, we shall not pursue this matter further.

The final estimate needed is a Hölder estimate for \( Du \). For \( \varphi \in C^{2,1}(\Omega) \) such an estimate was proved by Ladyzhenskaya and Ural’tseva [19, Theorems V.5.2 and VI.2.3] under certain assumptions on the coefficients of \( P \), of which we single out a Lipschitz condition with respect to \( t \). More recently Krylov [16, Theorem 4.2] proved a Hölder estimate for the normal derivative of the solution on \( S \Omega \) (again for \( C^{2,1} \) data) under slightly different hypotheses, in particular without the Lipschitz condition. Using Krylov’s result in Ladyzhenskaya and Ural’tseva’s method gives the full Hölder gradient estimate without the Lipschitz condition for \( C^1(\bar{\Omega}) \) solutions with \( C^{2,1} \) data. We use a variant of this combination (cf. the remarks following
[27, Theorem 2.4]) to relax the hypotheses to $H_\alpha$ solutions with bounded gradient, $H_\gamma$ data, and even some unboundedness of the coefficients of $P$ as mentioned in Section 2.

In order to apply Krylov's ideas, we make some observations. First by virtue of the global gradient bound, the matrix $(a^{ij}(X)) = (a^{ii}(X, u, Du))$ satisfies

$$
\lambda |\xi|^2 < a^{ij} \xi_i \xi_j < A |\xi|^2 \quad \text{for all } \xi \in \mathbb{R}^n
$$

for all $X \in \Omega$, with known positive constants $A$ and $\lambda$. Setting

$$
(4.5) \quad L = a^{ij} D_{ij} - D_i,
$$

we see that $|Lu|$ is bounded by a known constant. For our purposes, it is useful (and in fact crucial) to generalize this bound to $|Lu| (d^*)^2^{-\gamma}$ being bounded. (Recall that $d^*(X) = \min \{ \text{dist} \ (x, \partial D), t^i \}$. ) We now use the regularized distance $\varrho$ of Lemma 1.2 and the function $\tilde{\varphi}$ of Lemma 1.1 (obtained by taking $\gamma = 1$ in the proof) to obtain an extension $\tilde{\varphi}$ of $\varphi$ to all of $\Omega$ with $\tilde{\varphi} \in H^2_\gamma$ and $|\tilde{\varphi}|^2_{H_\gamma} < C(n, |\varphi|_p)$ by setting $\tilde{\varphi}(X) = \tilde{\varphi}(X, \varrho(x))$. Replacing $u$ by $u - \tilde{\varphi}$ and locally flattening $\partial D$ (with $\varrho$ as the $x^n$-coordinate), we may assume that

$$
|Lu| < \lambda F_1(\min \{ x^n, t^i \})^{\gamma - 2}, \quad |u| < Ha^n \quad \text{for } |x| < 1, \ x^n > 0, \ 0 < t < T
$$

with known constants $F_1$ and $H$.

Also for positive constants $\tau, \varrho, R$ we introduce the sets

$$
B^+ = \{ |x| < 1, \ x^n > 0, \ 0 < t < \tau \},
$$

$$
G(\varrho, R) = \{ |x'| < R, \ 0 < x^n < \varrho R, \ \tau - R^2 < t < \tau \},
$$

$$
G'(\varrho, R) = \{ |x'| < R, \ \varrho R < x^n < 2\varrho R, \ \tau - R^3 < t < \tau \},
$$

where $x' = (x_1, ..., x^{n-1})$. Under these hypotheses, we begin our proof of the Hölder gradient estimate. Our first step is a comparison result based on [16, Lemma 2.1] and the idea of Caffarelli for eliminating Krylov's added independent variables.

**Lemma 4.2.** Let $\gamma, F_1, \lambda, A, R, \tau$ be positive constants with $A > \lambda, 1 < \gamma < 2, 10R^2 < \min \{1, \tau\}$ and set $\varrho = \lambda [2 + (2n + 4)A].$ (So $G(\varrho, 2R) \subset B^+$ and $x^n < t^i$ in $G(\varrho, 2R).$) Define $L$ by (4.6) and suppose (4.5) holds. If $u \in C^{\alpha,1}(B^+)$. 


satisfies
\begin{equation}
Lu < \lambda F_{1}(x^{n})^{\gamma - 2}, \quad u > 0 \quad \text{in} \ G(\rho, 2R),
\end{equation}
then
\begin{equation}
\inf_{\partial^{+}(\rho, 2R)} u/x^{n} < \frac{4}{3} \inf_{\partial^{+}(\rho, R)} u/x^{n} + 4(2R)^{\gamma - 1} F_{1}/(\gamma - 1).
\end{equation}

**Proof.** We set
\begin{align*}
& w_{1} = (1 - x^{n}/(2R)) x^{n} + |x'|^{2} R^{-2} x^{n} + (\tau - t) R^{-2} x^{n}, \\
& w_{2} = [(2R)^{\gamma - 1} - (x^{n})^{\gamma - 1}] x^{n}/(\gamma - 1), \\
& A = \inf_{\partial^{+}(\rho, 2R)} u/x^{n}, \\
& w = u - Ax^{n} + Aw_{1}/4 + F_{1}w_{2}.
\end{align*}
A simple calculation shows that
\begin{equation}
Lu < 0 \quad \text{in} \ G(\rho, 2R), \quad w > 0 \quad \text{on} \ 3G(\rho, 2R),
\end{equation}
so the maximum principle implies that \( w > 0 \) in \( G(\rho, 2R) \). Since \( G(\rho, R) \subset G(\rho, 2R) \) and \( w < Ax^{n} \) in \( G(\rho, R) \) we have
\begin{equation}
u > [A/4 - (2R)^{\gamma - 1} F_{1}/(\gamma - 1)] x^{n} \quad \text{in} \ G(\rho, R)
\end{equation}
which leads easily to the desired result. ■

From Lemma 4.2 we infer a preliminary oscillation estimate for \( u/x^{n} \) (cf. [16, Theorem 4.2]).

**Lemma 4.3.** Let \( \gamma, \lambda, A, \rho, \tau, F_{1}, L \) be as in Lemma 4.2. If \( u \in C^{1,1}(B^{+}) \) satisfies
\begin{equation}
|Lu| < \lambda F_{1}(x^{n})^{\gamma - 1} \quad \text{\( |u|/x^{n} \) bounded}
\end{equation}
on the set of all \( X \in B^{+} \) with \( x^{n} < \tau^{2} \), then there are positive constants \( \beta \) and \( C \) depending only on \( \gamma, \lambda, A, n \) such that
\begin{equation}
\osc_{\partial^{+}(\rho, R)} u/x^{n} \leq C \tau^{-\beta/2} \osc_{\partial^{+}(\rho, R)} u/x^{n} + F_{1} R^{\beta}
\end{equation}
for any \( R \) such that \( 0 < R^{2} < \frac{1}{2} \min \{1, \tau\} \).
PROOF. It suffices to prove the inequality when $R < 1/10 \min \{1, \tau\}$. Fix such an $R$ and for $i = 1, 2$ set

$$m_i = \inf_{\partial \Omega \cap B(0, R)} u / x^n, \quad M_i = \sup_{\partial \Omega \cap B(0, R)} u / x^n,$$

$$\Sigma = \{ |x| < R, \quad \rho R < x^n < \frac{1}{3}\rho R, \quad \tau - 4R^2 < t < \tau - 2R^2 \},$$

$$\Sigma' = G'(\rho, 2R), \quad \Sigma'' = \{ x \in G(\rho, 2R); x^n > \frac{1}{4}\rho R \}.$$

Since $|Lu| < \lambda F_1(\rho R/2)^{\gamma - 2}$ in $\Sigma''$, we can apply the weak Harnack inequality [10, Theorem 3.1] to $u - m_2 x^n$ in $\Sigma'$. Thus there are positive constants $C$ and $\lambda$ depending only on $\lambda, A$ and $n$ such that

$$\left( \frac{1}{|\Sigma|} \int_{\Sigma} (u - m_2 x^n)^\kappa \, dx \right)^{1/\kappa} < C \left( \inf_{\Sigma'} (u - m_2 x^n) + \rho^{\gamma - 3} R^\gamma F_1 \right)$$

$$< C \left( \varphi_\rho(m_1 - m_2) + (\varphi(2\rho)^{\gamma - 1}/(\gamma - 1) + \rho^{\gamma - 2}) F_1 R^{\gamma - 1} \right) R$$

$$< C(n, \lambda, A, \gamma)(m_1 - m_2 + F_1 R^{\gamma - 1}) R$$

by Lemma 4.2. Adding to this inequality the corresponding one for $M_2 x^n - u$ (which is proved in the same way) and observing that

$$\int_{\Sigma} (x^n)^\kappa \, dx = \sigma(n, \kappa) R^n |\Sigma|,$$

we conclude that

$$M_2 - m_2 < C(n, \lambda, A, \gamma) (M_2 - m_2 - (M_1 - m_1) + F_1 R^{\gamma - 1}).$$

Applying [8, Lemma 8.23] completes the proof.

Next we estimate $\tau^{-\beta/2} \osc_{\partial \Omega \cap B(0, R)} u / x^n$. When $\tau > \frac{1}{4}$, this quantity can be bounded in terms of $H$. When $\tau < \frac{1}{4}$, we proceed as in [16, Lemma 2.2] using a barrier argument similar to the one in Lemma 4.2.

**Lemma 4.4.** Let $\gamma, F_1, \lambda, A, \tau, L$ be an in Lemma 4.2 with $\tau < \frac{1}{4}$. If $u \in C^{\gamma, 1}(B^+)$ and if there is a non-negative constant $H$ such that

(4.11a) $Lu < \lambda F_1(\min \{ x^n, t^{\frac{\gamma}{2}} \})^{\gamma - 2}, \quad u > -H x^n$ in $B^+$,

(4.11b) $u(x, 0) > 0$ for $|x| < 1$,

then

(4.12) $u(X) > -C(n, \lambda, A, \gamma)(F_1 + H) \tau^{(\gamma - 1)/2} x^n$

whenever $(x^n)^2 < t < \tau, \quad |x| < \frac{1}{4}, \quad x^n > 0.$
PROOF. We begin by showing that for any \( R \in (0, r^t) \) and \( x_0 \) with \( x_0^* = 0 \) and \( |x_0| < \frac{1}{2} \), we have

\[
(4.13) \quad u > - C(n, \lambda, A, \gamma)(F_1 + H) R^r
\]
on the set \( \Sigma_R = \{|x - x_0| < R, 0 < t < R^r, x^* > 0\} \). To prove this estimate, let \( \varepsilon \in (R, \frac{1}{2}] \) and introduce the functions

\[
w_1 = \begin{cases} \frac{[(\gamma + 1)R^{r-1} - (x^n)^{r-1}]x^n/(\gamma - 1) - 2\lambda t^{r/2}}{R^r + R^{r-1}x^n/(\gamma - 1) + 2\gamma t^{r/2}} & \text{if } x^r < R, \\ \frac{R^r}{2\gamma t^{r/2}} & \text{if } x^r > R, \end{cases}
\]

\[
w_2 = |x - x_0|^r/\varepsilon + (2n + 2)At/\varepsilon.
\]

Defining

\[\Sigma = \{|x - x_0| < \varepsilon, x^r > 0, 0 < t < R^t\},\]
we easily check that \( w = u + F_1w_1 + Hw_2 \) satisfies

\[Lw < 0 \text{ a.e. in } \Sigma, \quad w > 0 \text{ on } \partial \Sigma.\]

Since \( w \in W^{2,1}_1(\Sigma) \), the maximum principle \([15, \text{Theorem 3.1}]\) implies that \( w > 0 \) in \( \Sigma \). (Alternatively we can approximate \( u \) by suitable \( C^{1,1} \) functions and apply the classical maximum principle as in \([16]\)). Therefore \( w > 0 \) in \( \Sigma_R \), and so

\[u > - C(n, \lambda, A, \gamma)(F_1 + H)(R^r + R^r/\varepsilon) \text{ in } \Sigma_R.\]

We now choose \( \varepsilon = 2^{1-r}R^{2-r} \) and observe that \( R < \varepsilon < \frac{1}{2}, \quad R^r/\varepsilon = 2^{r-1}R^r \)
to infer (4.13).

To complete the proof, we denote by \( H_1 \) the coefficient of \( R^r \) in (4.13). By taking \( R = t^r = x^r \) in that inequality, we infer that

\[u(X) > - H_1(x^r)^{r} \quad \text{if } x^r = t^t < t^t.\]

For \( R \in (0, r^t) \) and \( \varepsilon \in (R, \frac{1}{2}) \) we define

\[
w_a = \left[R^{r-1} - (x^n)^{r-1}\right]x^n/(\gamma - 1), \quad \Sigma^a = \{X \in \Sigma: x^a < t^t\}.
\]

It is readily checked that

\[\bar{w} = u + (F_1 + H_1)w_a + Hw_a + H_1(x^n)^r.\]
satisfies $Lu < 0$ in $\Sigma^+$, $\overline{w} > 0$ on $\partial \Sigma^+$, so proceeding as before and recalling the definition of $H_1$ yields

$$u \geq C(n, \lambda, \Lambda, s)(F_1 + H)(R^\gamma + R^2/\varepsilon) \quad \text{in} \quad \Sigma^+ \cap \Sigma_R.$$ 

The proof is now completed by fixing $X$ and then taking $R = (\tau^{(\gamma-1)/2} x^n)^{1/\gamma}$ and $\varepsilon = 2^{1-\gamma} R^{2-\gamma}$. \hfill \blacksquare

Since $\beta = \gamma - 1$, applying this lemma to $u$ and $-u$ gives the required estimate on $r^{-\beta/2} \text{osc}_y u/x^n$ when $0 < \tau < \min \{T, \frac{T}{2}\}$. We therefore obtain a Hölder estimate (with exponent $\beta$) on $u/x^n$ by virtue of Lemma 4.3 and 4.4. Back in the original domain (and with the original boundary values) we have a Hölder estimate on $(u - \bar{u})/\Omega$. This estimate implies that the normal derivative $D_n u$ exists on $\partial \Omega$ (in fact the existence follows from Lemma 4.3) and that $D_n u$ is Hölder continuous on $\partial \Omega$; we shall use the sharper estimate.

**COROLLARY 4.5.** Let $\gamma$, $F$, $K$, $\lambda$, $\Lambda$, $T$ be positive constants with $\Lambda > \lambda$ and $1 < \gamma < 2$. Let $2\Omega \in H_T$, define $L$ by (4.6), and suppose (4.5) holds for all $X \in \Omega$. If $u \in H_1(\Omega) \cap C^{1,1}(\Omega)$ satisfies

\begin{align*}
|Lu| < F(d^\ast)^{\gamma - 2}, & \quad |u| + |Du| < K \quad \text{in} \quad \Omega, \\
|u|_{\gamma/2, \Omega} < K, & \quad \text{(4.14b)}
\end{align*}

then the normal derivative $D_n u$ exists on $\partial \Omega$. Moreover there are positive constants $\beta = \beta(n, \lambda, \Lambda, \gamma)$ and $C = C(F, K, T, n, \lambda, \Lambda, \gamma)$ and a function $v \in H_1^{(\beta-1)}(\partial \Omega)$ such that

$$|u - v| < C(d^\ast)^{\beta + 1} \quad \text{in} \quad \Omega, \quad \|v\|_{\gamma}^{(\beta-1)} < C. \quad \text{(4.15)}$$

**PROOF.** The existence of $D_n u$ follows from the preceding remarks. For (4.15) we take $\beta$ from Lemma 4.3. A simple modification of the proof of [23, Theorem 4.2(b)] (see also [24, Lemma 2.3]) implies that there is a function $v \in H_1^{(\beta-1)}(\partial \Omega)$ with $\|v\|_{\gamma}^{(\beta-1)} < C$ and

$$v = u \quad \text{on} \quad \partial \Omega, \quad D_n v = D_n u \quad \text{on} \quad \partial \Omega$$

because $|D_n u|_{\beta, \partial \Omega} < C$. From the remarks preceding this corollary, we infer the first inequality of (4.15) provided $d(x) \leq t$, so it remains to establish the inequality

$$|u - v| < C(t)^{\beta + 1/2} \quad \text{on} \quad \Sigma = \{X \in \Omega: d(x) > t\}.$$
However for the function \( v \), we have

\[ |L(u - v)| \leq C(t^{\beta-1/2}) \text{ in } \Sigma, \quad |u - v| \leq C(t^{\beta+1/2}) \text{ on } \partial \Sigma. \]

The maximum principle applied to \( \pm (u - v) + 2Ct^{\beta+1/2} \) gives the desired result. □

The Hölder gradient estimate now follows by combining Corollary 4.5 with the interior Hölder gradient estimate of Ladyzhenskaya and Ural’tseva [19] in the sharp form given in [32]. We carry out the details for operators in the divergence form

\[ Pu = \text{div} \left( A(X, u, Du) \right) + B(X, u, Du) - u, \]

in which case \( a^{ij} = \partial A^i/\partial x_j \).

**Theorem 4.6.** Let \( \partial \Omega \in H^s, \varphi \in H^s(\partial \Omega) \) for some \( s \in (1, 2) \), and let \( P \) have the form (4.16) in \( \Omega \). If \( u \in H^s(\Omega) \cap C^{2,1}(\Omega) \) is a solution of (1.1) and if there are positive constants \( I, \lambda, \mu \) such that

\begin{align*}
|u|_{3, \Omega} + |Du|_{3, \Omega} &< K, \\
\lambda \xi_i \xi_j > |\xi|^2 &\quad \text{for all } X \in \Omega, \xi \in \mathbb{R}^n, \\
|A_\alpha| + (d^s)^{2-2} (|A_\alpha| + |A_\alpha| + |B|) &< \mu \text{ in } \Omega,
\end{align*}

then there are positive constants

\[ C = C(s, K, \lambda, \mu, n, |\varphi|_{s, \Omega}) \quad \text{and} \quad \alpha = \alpha(s, \lambda, \mu, n) \]

such that

\[ |Du|_{3, \Omega} < C. \]

**Proof.** (In this proof we denote by \( c_1, c_2, \ldots \) constants depending only on the same quantities as \( C \) in (4.19).) Setting \( L = a^{ij}(X, u, Du)D_{ij} - D_t \), we have

\[ |Lu| \leq c_1(d^s)^{2-2}. \]

Thus for \( \beta \) and \( v \) from Corollary 4.5 and \( w = u - v \), it follows that

\[ |w| \leq c_2(d^s)^{\beta+1}, \quad |Dw| \leq c_2. \]
Moreover $u_k = D_k u$, $k = 1, \ldots, n$, is a weak solution (see [19, p. 436] or [32]) of the equation

$$D_j (a_{ij} D_j u_k + f_k) - D_i u_k = 0 \text{ in } \Omega$$

with $f_k$ satisfying $|f_k| \leq c_k (d_k)^{\gamma - 2}$.

For $r > 0$ and $X_0 \in \mathbb{R}^{n+1}$, denote by $Q(r, X_0)$ the cylinder

$$\{X : |x - x_0| < r, \ t_0 - r^2 < t < t_0\},$$

and for $r, R, R'$ constants satisfying $0 < r < R < R'$, let $Q(r) = Q(r, X_0)$ and $Q(R) = Q(R, X_0)$ be (concentric) cylinders in $\Omega_{R'}$. Since $|f_k| \leq c_k (R')^{\gamma - 2}$ in $Q(R)$, [28, Theorem 2.2] implies that there is a constant $\sigma = \sigma(\lambda, \mu, n) \in (0, 1)$ such that

$$\operatorname{osc}_{\mathcal{Q}(r)} u_k \leq c_k \left[\operatorname{osc}_{\mathcal{Q}(R)} u_k + R(R')^{\beta - 1}(r/R)\right],$$

and hence

$$\operatorname{osc}_{\mathcal{Q}(r)} Du \leq c_k \left[\operatorname{osc}_{\mathcal{Q}(R)} Du + R(R')^{\beta - 1}(r/R)\right].$$

Furthermore we have $\operatorname{osc}_{\mathcal{Q}(r)} Dv \leq c_v \varrho^\alpha$ for $\varrho = r$ or $R$ and therefore

$$\operatorname{osc}_{\mathcal{Q}(r)} Dv \leq c_k \left[\operatorname{osc}_{\mathcal{Q}(R)} Dv + R(R')^{\beta - 1}(r/R)\right],$$

for $\alpha = \min \{\beta, \sigma\}$ and $c_k = (c_k + 1)(2c_k + 1)$.

Now let $\Sigma = Q(R', X_1)$ be an arbitrary cylinder in $\Omega_{R'}$, and let $X, Y$ be in $\Sigma$ for some $\epsilon \in (0, R')$. If $|X - Y| < \epsilon$, then (4.21) with $r = |X - Y|$ gives

$$\epsilon^a |Dw(X) - Dw(Y)| |X - Y|^{-a} \leq (2c_k) \left(\sup_{t > 0} \epsilon^{a+1} [Dw]_{t^a; \Sigma_t} + \epsilon^a\right),$$

an inequality which is obvious if $|X - Y| > \epsilon$. So if we multiply this inequality by $\epsilon$, take the supremum over $\epsilon > 0$, and set

$$[w]_{a+1; \Sigma}^{p} = \sup_{\epsilon > 0} \epsilon^{a+1}[Dw]_{\epsilon^a; \Sigma},$$

we obtain

$$[w]_{a+1; \Sigma}^{p} \leq 2c_k \left(\sup_{t > 0} \epsilon^{a+1} [Dw]_{t^a; \Sigma_t} + (R')^{1 + \alpha}\right).$$
To proceed we note the following interpolation inequality, which is
proved just like [8, (6.86)]:

\[(4.23) \quad |Dw|_{0;2}^{(1)} \lesssim (2/\mu) |w|_{0;2} + 2^{1+s} \mu^s |w|_{s+1;2}^s \]

for all \( \mu \in (0, \frac{1}{2}] \). Combining (4.22) and (4.23), with suitable \( \mu \), gives

\[(4.24) \quad |Dw|_{0;2}^{(1)} \lesssim c_1 (|w|_{0;2} + (R')^{1+s}) \]

Now for \( X_1 \) and \( X_2 \) in \( \Omega \), we set \( R' = \frac{1}{2} \min \{d_*(X_1), d_*(X_2)\} \). If \( |X_1 - X_2| < R'/2 \), we use (4.24) with \( R' = R' \) and \( X = X_1 \) to infer

\[|Dw|_{0;2}^{(1)} \lesssim c_1 (R')^{1+s}.\]

Next we set \( R = R'/2 \) and note that \( \Sigma_R = Q(R, X_1) \), so

\[|Dw|_{0;2}^{(1)} \geq \frac{1}{2} R \text{ osc } Dw.\]

Hence

\[\text{osc}_{Q(R, X_1)} Dw \lesssim 8c_1 R^s.\]

and therefore (4.21) with \( r = |X_1 - X_2| \) and \( X_0 = X_1 \) yields

\[|Dw(X_1) - Dw(X_2)| < c_1 (8c_1 + 1) |X_1 - X_2|^s.\]

On the other hand if \( |X_1 - X_2| > R'/2 \), (4.24) implies that

\[|Dw(X_1) - Dw(X_2)| < |Dw(X_1)| + |Dw(X_2)| \lesssim 4c_1 (c_1 + 1) |X_1 - X_2|^s.\]

The combination of these last two inequalities gives (4.19). 

The proof of Theorem 4.6 is based on [21, Chapter III] which, in turn,
is based on [8, Lemma 6.20] in its use of the rate at which a solution of a
differential equation goes to zero near the boundary. A slightly different
but equivalent approach is given in [34, Theorem 6.1]. Note that the
techniques of [5] cannot be applied directly in the parabolic case without
assuming some smoothness of \( \alpha^i \) with respect to \( t \); however, these techniques
can be combined with the methods described here just as in [26, Sect. 5].

As we have already remarked, (4.19) can be obtained more easily if
\( |A|, |A| \) and \( |B| \) are bounded and if \( u \in C^1(\Omega) \). In this case the estimate
on \([D, u]_{0;2}^{(1)} \) implies that \( Du \in H^s(\Omega) \) and [32, Theorem 4.2] gives the
estimates. Our approach proves the continuity of \( Du \).
When $P$ is in general form the Hölder gradient estimate is proved in the same way with [32, Theorem 2.3] replacing [32, Theorem 2.2].

**Theorem 4.7.** Let $\partial \Omega \in H_\gamma$, $\varphi \in H_\gamma(\partial \Omega)$ for some $\gamma \in (1, 2]$. Let $u \in C(\bar{\Omega}) \cap C^{1,1}(\Omega)$ be a solution of (1.1). If there are positive constants $K, \gamma K, \mu_K$ such that (4.17) holds and

\begin{equation}
|a_{ij}| + |a_{ij}^\alpha| + (d^s)^{\gamma-2} (|a_{ij}| + |a_{ij}^\alpha| + |a|) \leq \mu_K \text{ in } \Omega,
\end{equation}

Then (4.19) holds with $\alpha$ also depending on $K$.

Note that the estimates on the derivatives of $a_{ij}$ are only used to obtain (4.20) from [32, Theorem 2.3].

If $\Omega$ is a noncylindrical domain with $\partial \Omega \in H_\gamma$ in the sense of [24, Sect. 2], the proofs of Theorems 4.6 and 4.7 are applicable without change. Moreover a global Hölder gradient bound for solutions of fully nonlinear equations follows by using an interior Hölder gradient bound based on the parabolic version of [32, Theorem 5.1] (and the difference quotient arguments of [27] to relax the smoothness of $u$ to $u \in C^{1,1}$) in place of [32, Theorems 2.2 and 2.3]. This bound includes the corresponding result in [17, Theorem 3] with the rest of that result contained in the remarks after Theorem 2.2 and a parabolic version of [34, Theorem 7.2]; the parabolic version of this theorem proceeds via the observations in [30, Sect. 6].

5. - Existence theorems.

We now infer solvability of (1.1) under appropriate conditions from the estimates of Sections 2 and 4. Only a few selected existence results will be given. Suitable parabolic versions of the elliptic results of e.g., [8, Sect. 15.5] and [29, Sect. 14 and Chapt. IV] are also easily obtained.

The basic tools for these results is a consequence of the Leray-Schauder fixed point theorem.

**Lemma 5.1.** Let $\partial \Omega \in H_\gamma$ and $\varphi \in H_\gamma(\partial \Omega)$ for some $\gamma \in (1, 2)$. Suppose

\begin{align}
(5.1a) \quad & a_{ij}, a \text{ lie in } H_\alpha(\Omega \times \mathbb{R} \times \mathbb{R}^n) \text{ for some } \alpha \in (0, 1), \\
(5.1b) \quad & a_{ij} \text{ depends Lipschitz continuously on } (x, z, p) \text{ uniformly in } \Omega, \\
(5.1c) \quad & (a_{ij}) > 0 .
\end{align}

Suppose also that there are functions $b_{ij}$, $b$ defined on $\Omega \times \mathbb{R} \times \mathbb{R}^n \times [0, 1]$...
such that

(5.2a) $b^{ij}(\cdot; \tau), b(\cdot; \tau)$ lie in $H_t(\Omega \times \mathbb{R} \times \mathbb{R}^n)$ for each $\tau \in [0, 1],$

(5.2b) $b^{ij}$ depends Lipschitz continuously on $(x, z, p)$ uniformly in $\Omega \times [0, 1],$

(5.2c) $(b^{ij}) > 0,$

(5.2d) $b^{ij}(\cdot; 1) = a^{ij},$ $b(\cdot; 1) = a,$

(5.2e) as functions of $\tau,$ $b^{ij}(\cdot; \tau)$ and $b(\cdot; \tau)$ map $[0, 1]$ continuously into $H_a(\Omega \times \mathbb{R} \times \mathbb{R}^n).$

Set

$$P_\tau v = b^{ij}(X, v, Dv; \tau) D_{ij} v + b(X, v, Dv; \tau) - v,$$

and suppose also that the problem $P_\sigma v = 0$ in $\Omega,$ $v = 0$ on $\partial \Omega$ has only the zero solution. If there is a constant $M$ such that for every $\tau \in [0, 1],$ and solution $v \in H^{(-\gamma)}_2 \Omega$ of $P_\tau v = 0$ in $\Omega,$ $v = \tau \varphi$ on $\partial \Omega$ obeys the estimate $|v|_1 < M,$ then (1.1) has a solution $u \in H^{(-\gamma)}_a.$

**Proof.** Since this result is fairly standard (except for the $H^{(-\gamma)}_a$ setting), we sketch the proof, based on [8, Theorems 11.4 and 11.8] and [21, Lemma 1.2]. For $\delta \in (1, \gamma)$ to be chosen, we define a map $T: H_2 \times [0, 1] \to H_\delta$ by saying $u = T(v, \tau)$ if $u$ is the unique solution in $H^{(\delta)}_2 \Omega$ of

$$b^{ij}(X, v, Dv; \tau) D_{ij} u + b(X, v, Dv; \tau) = 0 \text{ in } \Omega, \quad u = \tau \varphi \text{ on } \partial \Omega.$$

The existence of $u$ follows from [25, Theorem 11.3]. It is readily checked that $T$ is continuous, and [24, Lemma 5.2] guarantees that $T$ is compact. Also by hypothesis $T(v, 0) = 0$ for all $v \in H_\delta.$ If $(v, \tau) \in H_2 \times [0, 1]$ satisfies $v = T(v, \tau),$ it is readily checked from [25, Theorem 11.3] that $v \in H^{(\delta)}_2 \Omega$ and also that $|v|_1 < M.$ Hence by Theorem 4.7 $|v|_\delta < M_\delta$ for some $\delta \in (1, \gamma)$ and some constant $M_\delta$ independent of $v$ and $\tau.$ Hence by [8, Theorem 11.6], there is $u \in H_\delta$ for which $u = T(u, 1)$ and therefore $u$ is the desired solution.

Using now the classical Schauder theory of Friedman [3, Chapt. 3], we can improve the regularity of the solution for smoother data.

**Corollary 5.2.** Under the hypotheses of Lemma 5.1 if also $\partial \Omega \in H^{a+\alpha},$ $\varphi \in H^{a+\alpha}_2(\partial \Omega),$ and $P \varphi = 0$ on $\partial \Omega,$ then (1.1) has a solution $u \in H^{a+\alpha}_2.$
Note that the condition \( P\varphi = 0 \) on \( \partial \Omega \) is necessary for \( u \) to be in \( H^{2,\gamma}_{\alpha} \).

An earlier version [2, Theorems 1 and 2] of this corollary was proved using only Friedman's Schauder theory; this version required that the map \( T \) in the proof of Lemma 5.1 had as range space \( H^{2,\gamma}_{\alpha} \) and hence a much stronger condition than just \( P\varphi = 0 \) on \( \partial \Omega \) was needed. Ivanov [12, Theorem 1.1] (see also [13, Theorem 2.1.3]) essentially proved Corollary 5.2 using Friedman's Schauder theory and also the \( L^p \) Schauder theory of Solonnikov [19, Chapt. IV]. (Also Ivanov did not have available the Krylov boundary estimates we used in Section 4, so his hypotheses are somewhat stronger than ours.) As well as allowing \( H^{\gamma} \) initial and boundary data, our approach has the advantage of only using Schauder theory in Hölder spaces.

For our purposes, it suffices to choose \( b^{ij}(X, z, p; \tau) = (1 - \tau) \delta^{ij} + \tau a^{ij}(X, z, p) \), where \( \delta^{ij} \) is the Kronecker \( \delta \), and \( b(X, z; p; \tau) = \tau a(X, z, p) \); then \( P \varphi = 0 \) in \( \Omega \), \( \varphi = 0 \) on \( \partial \Omega \) has only the zero solution by [3, Theorem 3.7]. Other choices for \( P \varphi \), suitable to other structure conditions, can be found in [2, Sect. 1], and in [8, Sect. 15.5] and [29, Sect. 14] for elliptic problems.

We now present our existence theorems.

**THEOREM 5.3.** Let \( \partial \Omega \in H^{\gamma} \) and \( \varphi \in H^{\gamma}(\partial \Omega) \) for some \( \gamma \in (1, 2) \). Suppose \( P \) satisfies the structure conditions (4.1), (4.3), (5.1), and

\[
1 = O(\varepsilon) \text{ or } \varphi \text{ is time independent}
\]

\[
|p|A + |a| = O(\varepsilon).
\]

If \( D \) satisfies a uniform exterior sphere condition, then (1.1) has a solution \( u \in H^{2,\gamma}_{\alpha} \).

**PROOF.** In Lemma 5.1, we observe that the estimates provided by Theorems 2.2 and 4.1 will be valid with constants independent of \( \tau \). \( \blacksquare \)

In light of the remarks following Theorem 2.2, we see that this theorem (augmented by Corollary 5.2 and a suitable extension of Lemma 4.1) includes [2, Theorem 14 and 15] and hence [12, Theorem 4.2] and [19, Theorem VI.4.1] as special cases. Elliptic analogs of our result include [8, Theorem 15.13], [21, Theorem 4.2], and [29, Theorem 14.1].

**THEOREM 5.4.** Let \( \partial \Omega \in H^{\gamma} \) and \( \varphi \in H^{\gamma}(\partial \Omega) \) for some \( \gamma \in (1, 2) \) with \( \Omega \) \( R \)-uniformly convex. Suppose \( P \) satisfies the structure conditions (4.1), (4.3), and (5.1). If either
(a) $P$ satisfies the structure conditions (5.3),

$$\Lambda = O(|p|^{\gamma}) \quad \text{or} \quad \Lambda = o(\varepsilon),$$

$$|a| < \frac{|p|}{R} + O(\varepsilon),$$

or

(b) $P$ satisfies (5.3), $\Phi_1 = \langle \varphi \rangle_{x;\mathcal{M}}$ is finite and

$$|a| + \Phi_1 < \frac{|p|}{R} + O(\varepsilon),$$

or

(c) $\varphi \in H_2$ and there is $R' > R$ such that

$$|a| + \Phi_1 < \frac{|p|}{R} + O(\varepsilon),$$

then (1.1) has a solution $u \in H^{(-\gamma)}_{x;\mathcal{M}}$.

Theorem 5.4(c) is a stronger version of [12, Theorem 4.1]. An elliptic analog is [8, Theorem 15.14].

Our final result is a parabolic version of Jenkins and Serrin's sharp criterion [14] for the solvability of the Dirichlet problem for the minimal surface equation. To state this result succintly we define

$$H^M_{\gamma} = \{ \varphi \in H_\gamma(\mathcal{M}) : \langle \varphi \rangle_{x;\mathcal{M}} < M \}.$$

**Theorem 5.5.** Let $\partial \Omega \in C^2$, let $\gamma \in (1, 2)$ and denote by $H$ the mean curvature of $\partial \Omega$. Then the problem

$$u_t = \frac{1}{n} \mathcal{M} u = \frac{1}{n} \text{div} \left( (1 + |Du|^2)^{-1} Du \right) \quad \text{in} \ \Omega, \ u = \varphi \text{ on} \ \partial \Omega$$

is solvable for arbitrary $\varphi \in H^M_{\gamma}$ if and only if

$$M < \frac{n-1}{n} \min_{\partial \Omega} H.$$

Note that we have used (2.22). When $\varphi \in H_3$, (5.7) can be replaced by a pointwise inequality between $|\varphi|$ and $H$; the sufficiency of this form of (5.7) for the solvability of (5.6) is due to Trudinger [33, Corollary 4].
We also consider the family of related problems

\[(5.6), \quad u_t = \frac{1}{n} \left(1 + |Du|^2\right)^{p} \mathcal{M}u \quad \text{in} \ \Omega, \ u = \varphi \text{ on } \partial \Omega \]

for \( \tau \) a real parameter; always assuming that \( H > 0 \) on \( \partial D \). For \( \tau < 0 \), \((5.6)_\tau\) is solvable for arbitrary \( \varphi \in H^M_y \) if and only if \( M = 0 \); for \( \tau = 0 \), \((5.6)_\tau\) becomes \((5.6)\) and hence is solvable for arbitrary \( \varphi \in H^M_y \) if and only if \((5.7)\) holds; for \( 0 < \tau < \frac{1}{2} \), \((5.6)_\tau\) is solvable for arbitrary \( \varphi \in H^M_y \) provided \( M \) is finite; and finally for \( \tau > \frac{1}{2} \), \((5.6)_\tau\) is solvable for any \( \varphi \in H_y \). Note that the elliptic analog of \((5.5)\), for any \( \tau \), is

\[(5.6)' \quad \mathcal{M}u = 0 \text{ in } D, \quad u = \varphi \text{ on } \partial D, \]

so the parabolic problem has the same solvability characteristic as the elliptic one if \( \tau > \frac{1}{2} \) (which corresponds to \( 1 = O(\delta) \)) or if \( \varphi \) is time independent.

We close by mentioning that the techniques of \([8, \text{Sect. 14.5}]\) can be used to modify our boundary gradient estimates so that modulus of continuity estimates at the boundary for solutions of \((1.1)\) result when \( \varphi \) is merely continuous. In conjunction with suitable interior gradient and interior Hölder gradient estimates, these boundary estimates can be used to show that \((1.1)\) is solvable with continuous boundary values. Unfortunately various technical complications (e.g., the restrictions on \( \varphi \) when \( 1 \neq O(\delta) \) in Section 2) arise which sometimes prevent the consideration of arbitrary continuous boundary values. For this reason we shall not pursue this matter further.
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