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ABSTRACT. – Let $N \subset P$ and $P \subset M$ be inclusions of II$_1$ factors with finite Jones index. We study the composed inclusion $N \subset P \subset M$ by computing the fusion of $N$-$P$ and $P$-$M$ bimodules and determine various properties of $N \subset M$ in terms of the "small" inclusions. A nice class of such subfactors arises in the following way: let $H$ and $K$ be two finite groups acting properly outerly on the hyperfinite II$_1$ factor $M$ and consider the inclusion $M^H \subset M \rtimes K$. We show that properties like irreducibility, finite depth, amenability and strong amenability (in the sense of Popa) of $M^H \subset M \rtimes K$ can be expressed in terms of properties of the group $G$ generated by $H$ and $K$ in $\text{Out}M$. In particular, the inclusion is amenable iff $M$ is hyperfinite and the group $G$ is amenable. We obtain many new examples of infinite depth subfactors (amenable and nonamenable ones), whose principal graphs have subexponential and/or exponential growth and can be determined explicitly. Furthermore, we construct irreducible, amenable subfactors of the hyperfinite II$_1$ factor which are not strongly amenable.
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1. Introduction

The standard invariant [Po4] or paragroup [Oc1] for an inclusion of II$_1$ factors $N \subset M$ with finite Jones index is a grouplike object which encodes combinatorially information about the position of the subfactor $N$ in the ambient II$_1$ factor $M$. If this object has certain regularity properties, it will determine the subfactor uniquely up to conjugacy by an automorphism of $M$. Such properties were introduced in [Oc1], [Po4], [Po5], [Po6], see also [Po2], where it is shown that if the standard invariant of a subfactor of the hyperfinite II$_1$ factor $R$ is "finite" ($N \subset M$ has finite depth) or more generally "amenable" ($N \subset M$ is amenable in the sense of Popa), then it is a complete invariant for this subfactor. However, direct computations of the standard invariant are practically impossible even for subfactors given by an explicit construction. To illustrate this statement, let us point out that if the subfactor is given by a crossed product with a finite group, then the standard invariant combines and encodes the group and its representation theory in one single object, the
canonical commuting square [Po2]. Thus the theory of finite groups and their representation theory is part of the theory of “finite” standard invariants.

On the other hand one is in certain situations able to compute partial information contained in this invariant, such as the principal graphs associated to $N \subset M$ [GHJ], explicitly. A class of examples of subfactors where this calculation can be carried out is presented in this paper. The idea is simple: suppose we are given two inclusions of II$_1$ factors $N \subset P$ and $P \subset M$. We study then the composed inclusion $N \subset P \subset M$, i.e. the relative position of the two subfactors $N, P$ in the II$_1$ factor $M$ such that $P$ is an intermediate subfactor of $N \subset M$. Let us recall that if $N \subset M$ has finite depth, then the intermediate inclusions $N \subset P$ and $P \subset M$ also do [Bi2] and a similar statement holds for amenable inclusions [Po5]. However, the converse does not hold, i.e. composing two amenable inclusions may result in a nonamenable one (see example 6.6 below). Furthermore, let us point out that intermediate subfactors of a given inclusion $N \subset M$ can be recognized abstractly by looking at appropriate projections in the first higher relative commutant of $N \subset M$ [Bi2]. - This composition of subfactors can be expressed in terms of bimodules associated to $N \subset P \subset M$ and is then described as combining the two tensor categories of bimodules associated to $N \subset P$ resp. $P \subset M$ in various ways according to the relative position of the subfactors $N$ and $P$.

A particular class of such composed inclusions arises in the following way: let $H$ and $K$ be finite groups with a properly outer action on the hyperfinite II$_1$ factor $R$. Then we compose the subfactor obtained by taking the fixed point algebra under the $H$ action with the one resulting from the crossed product by the $K$ action, i.e. we study the group type inclusion $R^H \subset R \subset R \rtimes K$. The main theorem of this paper is the following

**Theorem.** – Let $H$ and $K$ be finite groups acting properly outerly on the hyperfinite II$_1$ factor $R$ and let $G$ be the group generated by $H$ and $K$ in the outer automorphism group $\text{Out } R = \text{Aut } R/\text{Int } R$. Then

a) $R^H \subset R \rtimes K$ has finite depth iff $G$ is a finite group.
b) $R^H \subset R \rtimes K$ is amenable (in the sense of Popa) iff $G$ is an amenable group.
c) Suppose the $H \times K$ acts freely on $G$ and let $\mu = \frac{1}{|H||K|} \sum_{k \in K} \sum_{h \in H} \delta_{kh}$ be a probability measure on $G$. Then $R^H \subset R \rtimes K$ is strongly amenable (in the sense of Popa) iff the entropy of $G$ with respect to $\mu ([\text{Av}], [\text{KV}])$ is zero.

This theorem is a powerful tool to construct (strongly) amenable subfactors of the hyperfinite II$_1$ factor and it illustrates that the subfactor concepts of amenability and finite depth are very natural.

Let us now give a more detailed description of the different sections in this paper. In section 2 we fix the notation and recall the interpretation of the principal graphs associated to an inclusion of II$_1$ factors as fusion graphs for bimodules following Ocneanu [Oc2].

In section 3 we start the analysis of our composed inclusions $N \subset P \subset M$ and give a necessary and sufficient criterion for finite depth and irreducibility of $N \subset M$ in terms of $P$-$P$ bimodules.

The class of group type inclusions as defined above is studied in section 4. Let us point out that since any countable discrete group has an outer action on the hyperfinite II$_1$ factor
we can associate to any given $G = \langle H, K \rangle$ a group type inclusion $R^H \subset R \rtimes K$. We get therefore a great variety of examples of subfactors by performing this simple construction. After giving a sufficient and necessary condition for the irreducibility of $R^H \subset R \rtimes K$, we proceed with describing how the principal graphs $(\Gamma, \Gamma')$ of this inclusion can be calculated. If we denote as above by $G$ the group generated by $H$ and $K$ in $\text{Out} R$, it turns out that the computation of the vertices of these principal graphs amounts to computing the $H-H$, $H-K$ and $K-K$ double cosets of $G$. The double cosets which have maximal cardinality represent then irreducible bimodules, i.e. vertices of the principal graphs, whereas the ones which have smaller cardinality represent reducible bimodules which one can then decompose further. The edges of $(\Gamma, \Gamma')$ are determined by calculating the dimension of certain intertwiner spaces for bimodules, which can be done for our group type inclusions by performing some lengthy, but simple calculations in $G$. This gives a very explicit and efficient method to calculate the principal graphs of $R^H \subset R \rtimes K$.

We proceed with proving a formula, which allows us to compute the square norm of the principal graphs of a group type inclusion as the spectral radius of a natural operator associated to $G$. This theorem is based on some results describing how to compute norms (in the sense of [GHJ] of infinite graphs. In the case where $G$ is the free product of $H$ and $K$, we can give a general formula for the norm of $\Gamma$ involving only $|H|$ and $|K|$. This formula for $||\Gamma||^2$ is then used to prove b) of the above theorem. We use here that an inclusion of hyperfinite $II_1$ factors is amenable iff the Jones index $[M : N]$ is equal to the square norm of the associated principal graph [Po5]. Next we study strongly amenable of $R^H \subset R \rtimes K$, i.e. amenability of the inclusion and factoriality of the algebras obtained by taking the weak closure of the union of the higher relative commutants [Po4]. It turns out that this property of our group type inclusion is equivalent to the asymptotic ergodicity of the right random walk on $G$ with respect to a natural probabitity measure $\mu$ on $G$ (see [Av], [KV], [Bil]). This can be made precise by using the notion of entropy of $G$ with respect to $\mu$ or equivalently by studying bounded $\mu$-harmonic functions on $G$. Our result can then be formulated in the following way: $R^H \subset R \rtimes K$ is strongly amenable iff all bounded $\mu$-harmonic functions on $G$ are constant.

We would like to use our main theorem to give new examples of finite and infinite depth subfactors. To this end we calculate in section 5 the entropy of random walks on groups which are quotients of the free product of two finite groups. Our calculations are based on the results in [Ka1], [Ka4], [KV]. In particular we find amenable groups $G$ of this type such that the entropy of $G$ with respect to any nondegenerate probability measure on $G$ with finite first moment is positive. Furthermore, we show that a certain quotient of $PSL(2, \mathbb{Z})$, which has exponential growth, has zero entropy with respect to any symmetric measure with finite second moment.

In section 6 we use the results of the previous sections to give a wide variety of new examples of subfactors of the hyperfinite $II_1$ factor. Let us summarize the type of examples we construct in the following list

a) irreducible, amenable subfactors, which are not strongly amenable and whose principal graphs have exponential growth;

b) an irreducible strongly amenable subfactor, whose principal graph has exponential growth;
c) new irreducible finite depth subfactors;

d) an irreducible, strongly amenable infinite depth subfactor of small index (above 4) whose principal graph has polynomial growth;

e) an irreducible nonamenable subfactor corresponding to the free product of \(\mathbb{Z}_2\) and \(\mathbb{Z}_3\).

In particular a) solves the problem [Po4, 5.4.2]. Note that our examples are the first “exotic” irreducible (strongly) amenable infinite depth subfactors of \(R\) whose principal graphs have all the possible growth properties. We compute the principal graphs of several subfactors in the above collection [c), d), e)] and list them graphically below. Our examples in case d) start at index 6. Prior to our work, Hiai constructed subfactors satisfying the conditions in d) of index 8, 9 and some higher values [Hi].
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2. Preliminaries

In this section we fix the notation and recall some facts about the bimodule calculus associated to an inclusion of \(\mathrm{II}_1\) factors. Let \(N\) be a subfactor of the \(\mathrm{II}_1\) factor \(M\) and denote by \(\tau\) the unique normalized faithful trace on \(M\). As usual we let \(L^2(M)\) be the Hilbert space obtained by completing \(M\) in the norm \(\| x \|^2 = \sqrt{\tau(x^*x)}\), \(x \in M\). Let \(J : L^2(M) \rightarrow L^2(M)\) be the modular conjugation and denote by \(\rho\) the \(N\)-\(M\) Hilbert bimodule \(L^2(M)_M\) with the action \(x \cdot \xi \cdot y = x \cdot Jy^* \cdot J(\xi)\), \(x \in N\), \(y \in M\) and \(\xi \in L^2(M)\). The adjoint (or conjugate or contragredient) bimodule \(\rho^*\) is then just \(L^2(M)\) as \(M\)-\(N\) Hilbert bimodule with the actions as above (exchanging \(N\) and \(M\) of course). As usual we work with unitary equivalence classes of \(A\)-\(B\) bimodules, \(A, B \in \{N, M\}\) (see [Co], [Po1], [Oc1]).

Let \(N \subset M\) be an inclusion of \(\mathrm{II}_1\) factors with finite Jones index \([M : N]\) [Jo1] and let

\[
N \subset M \subset M_1 \subset M_2 \subset \ldots \subset \bigcup_{k \geq 1} M_k^{\omega} = M_\infty
\]

be the associated Jones tower of \(\mathrm{II}_1\) factors. The principal graphs [GHJ] \((
\Gamma, \Gamma')\) of the inclusion \(N \subset M\) are the principal parts of the (infinite) Bratteli diagrams of the following inclusions of higher relative commutants:

\[
\text{resp.} \quad \mathcal{C} = N' \cap M' \subset N' \cap M \subset \ldots
\]

\[
\Gamma\text{ and }\Gamma'\text{ are (possibly infinite) bipartite graphs with distinguished vertices }*\text{ and }*',\text{ corresponding to the copy of }\mathcal{C}\text{ in the above inclusion sequences (2) resp. (3). The vertices with even distance from }*\text{ (resp. }*')\text{ are denoted by }\Gamma_{\text{even}}\text{ (resp. }\Gamma'_{\text{even}}\text{) and those with odd}
\]
distance by $\Gamma_{\text{odd}}$ (resp. $\Gamma'_{\text{odd}}$). If we denote by

\begin{equation}
\Delta_\Gamma = \begin{pmatrix} 0 & G \\ G^t & 0 \end{pmatrix}
\end{equation}

resp.

\begin{equation}
\Delta_{\Gamma'} = \begin{pmatrix} 0 & G' \\ (G')^t & 0 \end{pmatrix}
\end{equation}

the adjacency matrices of $\Gamma$, $\Gamma'$, then

\[
G = (G_{\gamma\delta})_{\gamma\delta \in \Gamma_{\text{even}}} \quad \text{(resp.} \quad G' = (G'_{\gamma\delta})_{\gamma\delta \in \Gamma'_{\text{even}}} \text{)}
\]

is a \(\Gamma_{\text{even}} \times \Gamma_{\text{odd}}\)-matrix (resp. \(\Gamma'_{\text{even}} \times \Gamma'_{\text{odd}}\)-matrix). Note that $G$, $G'$ are called the \textit{standard matrices} in [Po2].

Following Ocneanu's bimodule picture [Oc2], we can describe $\Gamma_{\text{even}}$, $\Gamma'_{\text{odd}}$, $\Gamma'_{\text{even}}$, $\Gamma'_{\text{odd}}$ as sets of irreducible $A$-$B$ bimodules, $A$, $B \in \{N, M\}$. Before we do this, let us fix some notation:

**DEFINITION 2.1.** - Let $A$, $B$, $C$ be II$_1$ factors and let $\alpha =_A H_B$, $\beta =_A K_B$, $\gamma =_B L_C$ be $A$-$B$ resp. $B$-$C$ Hilbert bimodules.

a) We write $\alpha \gamma$ for the Hilbert bimodule $A H_B \otimes_{BB} L_C$.

b) We denote by $\langle \alpha, \beta \rangle$ the dimension of the space of $A$-$B$ intertwiners from the bimodule $A H_B$ to the bimodule $A K_B$.

The following result holds

**PROPOSITION (Frobenius reciprocity) 2.2.** - Let $A$, $B$, $C$ be II$_1$ factors and let $\alpha =_A H_B$, $\beta =_B K_C$ and $\gamma =_A L_C$ be Hilbert bimodules. Then

\[
\langle \alpha \beta, \gamma \rangle = \langle \alpha, \gamma \beta \rangle = \langle \beta, \bar{\alpha} \gamma \rangle.
\]

For a proof see [Oc2], [Su], [Ya]. Note that it is trivial to see that

\[
\langle \alpha \beta, \gamma \rangle = \langle \bar{\gamma}, \bar{\alpha} \beta \rangle = \langle \bar{\gamma}, \beta \bar{\alpha} \rangle.
\]

If we let $\rho =_N L^2(M)_M$ as above, then we get, due to the basic construction, that $(\rho \rho)^k =_N L^2(M_{k-1})_N$. $(\rho \rho)^k \rho =_N L^2(M_k)_M$. $(\rho \rho)^k \bar{\rho} =_M L^2(M_k)_M$ and $(\rho \rho)^k \bar{\rho} =_M L^2(M_k)_N$ (see for instance [Po1]). The higher relative commutants $M' \cap M_k$ and $N' \cap M_k$ become spaces of $A$-$B$ intertwiners of the $A$-$B$ bimodules $L^2(M_k)$, $A$, $B \in \{N, M\}$. More precisely, one has [Oc2]:

\[
N' \cap M_{2k+1} = \text{Hom}_{N-N}(N L^2(M_k)_N),
\]

\[
N' \cap M_{2k} = \text{Hom}_{N-M}(N L^2(M_k)_M),
\]

\[
M' \cap M_{2k} = \text{Hom}_{M-M}(M L^2(M_k)_M),
\]

\[
M' \cap M_{2k+1} = \text{Hom}_{M-N}(M L^2(M_k)_N).
\]
This is due to the fact that \( N \subseteq M_k \subseteq M_{2k+1} \), \( M \subseteq M_k \subseteq M_{2k} \), etc. are basic constructions [Pi-Po1], which yields for instance that

\[
\text{Hom}_{N \to N}(N L^2(M_k)N) = N' \cap (N^{opp})' \cap B(L^2(M_k)) = N' \cap (J_k J_k^*)' \cap B(L^2(M_k)) = N' \cap M_{2k+1},
\]

where \( J_k \) is the modular conjugation on \( L^2(M_k) \). Since \( \Gamma_{\text{even}} \) (resp. \( \Gamma_{\text{odd}} \)) labels the simple summands of \( N' \cap M_{2k+1} \) (resp. \( N' \cap M_{2k} \)), we get the following description of \( \Gamma_{\text{even}} \) and \( \Gamma_{\text{odd}} \):

\[
\begin{align*}
(6) \quad & \Gamma_{\text{even}} = \text{set of (equivalence classes of) non-equivalent, irreducible} \\
& \text{\( N \)-\( N \)-bimodules appearing in} \ N L^2(N), (\rho \bar{\rho})^k, \text{ for some } k \geq 1 \quad \text{and} \\
(7) \quad & \Gamma_{\text{odd}} = \text{set of (equivalence classes of) non-equivalent, irreducible} \\
& \text{\( N \)-\( M \)-bimodules appearing in} \ \rho = N L^2(N), (\rho \bar{\rho})^k \rho, \text{ for some } k \geq 1.
\end{align*}
\]

Similarly, \( \Gamma'_{\text{even}} \) labels all nonequivalent irreducible \( M \)-\( M \) bimodules appearing in \( M L^2(M)_{M}, (\rho \bar{\rho})^k \), for some \( k \geq 1 \) and \( \Gamma'_{\text{odd}} \) labels the nonequivalent irreducible \( M \)-\( N \) bimodules appearing in \( \bar{\rho} \) and \( (\rho \bar{\rho})^k \bar{\rho} \), for some \( k \geq 1 \). From the definition of the principal graphs one has then

\[
\begin{align*}
(8) \quad G_{\gamma \delta}^\rho = \{ \gamma \rho, \delta \}, \quad & \gamma \in \Gamma_{\text{even}}, \ \delta \in \Gamma_{\text{odd}} \\
\text{and} \\
(9) \quad G'_{\gamma' \delta'}^\rho = \{ \gamma' \bar{\rho}, \delta' \} = \{ \gamma', \delta' \rho \}, \quad & \gamma' \in \Gamma'_{\text{even}}, \ \delta' \in \Gamma'_{\text{odd}}.
\end{align*}
\]

The contragredient map (which is just \( J \cdot J \)) \( \gamma \in \Gamma_{\text{odd}} \to \bar{\gamma} \in \Gamma'_{\text{even}} \) gives a natural identification of \( \Gamma_{\text{odd}} \) and \( \Gamma'_{\text{odd}} \) and induces a permutation on the even levels (see for instance [Bi3] and [Ha] for more on this).

Recall that if \( \Gamma \) is a finite graph (equivalently \( \Gamma' \) is a finite graph), then we say that \( N \subseteq M \) has finite depth [Oc1]. This is equivalent to the condition that there are only finitely many nonequivalent irreducible \( A \)-\( B \) bimodules, \( A, B \in \{ N, M \} \) appearing in the decomposition of \( \otimes_{k \geq 0} L^2(M_k) \).

### 3. The relative position of two subfactors

Let \( N \subseteq P \) and \( P \subseteq M \) be inclusions of \( \text{II}_1 \) factors with finite Jones index. We study in this section the relative position of \( N \) and \( P \) in \( M \), i.e. the composed inclusion \( N \subseteq P \subseteq M \). In [Bi2] we showed, that if \( N \subseteq M \) has finite depth, then the same is true for the two small inclusions. The same result holds if "finite depth" is replaced by "amenable" [Po5]. Furthermore, information on the graphs for \( N \subseteq M \) can be obtained from those for \( N \subseteq P \) and \( P \subseteq M \) and vice versa [Bi2]. Suppose now that we are given two inclusions \( N \subseteq P \) and \( P \subseteq M \). Let \( \alpha = N L^2(P), \beta = P L^2(M) \) and
\[ \rho = \mathcal{N} L^2(M)_M = \alpha \beta = \mathcal{N} L^2(P)_P \otimes_P L^2(M)_M. \] As we have seen in section 2, we need to decompose \((\rho \rho)^k, (\tilde{\rho} \tilde{\rho})^k\) and \((\rho \rho)^k \rho\) into irreducible bimodules to find the graphs of \(N \subset M\). Let \(N \subset M \subset M_1, N \subset P \subset P_1\) and \(P \subset M \subset Q_1\) be the Jones basic constructions, then \(\tilde{\alpha} \alpha = \rho L^2(P_1)_P, \alpha \tilde{\alpha} = \mathcal{N} L^2(P)_N, \beta \tilde{\beta} = \rho L^2(M)_P\) and \(\beta \beta = M L^2(Q_1)_M\). We calculate
\[
(\rho \rho)^k = \alpha (\beta \tilde{\beta} \alpha \alpha)^{k-1} \beta \tilde{\beta} \alpha = \alpha \beta \beta (\tilde{\alpha} \alpha \beta \tilde{\beta})^{k-1} \tilde{\alpha},
(\tilde{\rho} \tilde{\rho})^k = \tilde{\beta} \alpha \alpha (\beta \tilde{\beta} \alpha \alpha)^{k-1} \beta = (\tilde{\alpha} \alpha \beta \tilde{\beta})^{k-1} \tilde{\alpha} \alpha \beta,
(\rho \rho)^k \rho = \alpha (\beta \tilde{\beta} \alpha \alpha)^{k-1} \beta = (\tilde{\alpha} \alpha \beta \tilde{\beta})^{k-1} \tilde{\alpha} \alpha \beta,
(\tilde{\rho} \tilde{\rho})^k \rho = \tilde{\beta} (\alpha \alpha \beta \tilde{\beta})^{k} \alpha = (\rho \rho)^k \rho.
\]
This simple computation gives immediately the following result

**Proposition 3.1.** - Let \(N \subset P\) and \(P \subset M\) be \(II_1\) factors with finite depth. Then \(N \subset M\) has finite depth iff \(\{[(\beta \tilde{\beta} \alpha \alpha)^k = (\rho L^2(M)_P \otimes_P \rho L^2(P_1)_P)^{\otimes k}, k \geq 1\} contains at most finitely many nonequivalent irreducible \(P-P\) bimodules.

**Remark 3.2.** - The result in [Wi] is an immediate consequence of this proposition: if \(N \subset P\) and \(P \subset M\) have finite depth and \(K\) is a subfactor of \(M\) such that \(N \subset P \subset M\) and \(N \subset K \subset M\) form a nondegenerate commuting square [Po4], then \(N \subset M\) has finite depth, since the hypothesis implies that \(\rho L^2(M)_P \otimes_P \rho L^2(P_1)_P = \rho L^2(P_1)_P \otimes_P \rho L^2(M)_P\), i.e. \(\rho L^2(M)_P \otimes_P \rho L^2(P_1)_P = \rho L^2(P_1)_P \otimes_P \rho L^2(M)_P\), and the hypothesis implies that \(\rho L^2(P_1)_P = \rho L^2(M)_P\).

Note that \(N \subset P\) and \(P \subset M\) are extremal iff \(N \subset M\) is extremal [Po4]. The irreducibility of \(N \subset M\) is described in the following

**Proposition 3.3.** - Let \(N \subset P\) and \(P \subset M\) be irreducible \(II_1\) factors with finite Jones index. Then \(N \subset M\) is irreducible iff \(\{H_j | H_j\text{ irreducible }P-P\text{ subbimodule of }\tilde{\alpha} \alpha \} \cap \{K_j | K_j\text{ irreducible }P-P\text{ subbimodule of }\beta \tilde{\beta} \} = \{\rho L^2(P)_P\} \).

**Proof.** - Let \(\rho = \alpha \beta\) as above. Then \(N' \cap M = \mathbb{C}\) iff \(\text{Hom}_{N-M}(\rho L^2(M)_M) = \mathbb{C}\) iff \(\langle \rho, \rho \rangle = 1 = \langle \rho, \rho \rangle = \langle \alpha \beta, \alpha \beta \rangle = \langle \tilde{\alpha} \alpha, \beta \tilde{\beta} \rangle = \sum_i \langle H_i, K_j \rangle\) by Frobenius reciprocity (Proposition 2.2). Note that \(\rho L^2(P)_P\) is an irreducible subbimodule of \(\tilde{\alpha} \alpha\) and \(\beta \tilde{\beta}\), which appears with multiplicity 1 since \(N \subset P\) and \(P \subset M\) are irreducible. The result follows. \(\square\)

Note that by definition \(\langle \rho, \rho \rangle = \dim N' \cap M\) and hence \(\dim N' \cap M = \langle \tilde{\alpha} \alpha, \beta \tilde{\beta} \rangle\).

**4. Group type inclusions**

We apply the bimodule techniques described in sections 2 and 3 to study inclusions of the form
\[ N = P^H \subset P \subset P \rtimes K = M, \]
where \(H\) and \(K\) are finite groups acting properly outerly on the \(II_1\) factor \(P\). Observe that \(P^H \subset P \rtimes K\) is an extremal inclusion (as composition of two finite depth, hence in...
particular extremal inclusions) and that its Jones index is \( [P \rtimes K : P^H] = |K||H| \). Note also, that the inclusion \( P^K \subset P \rtimes H \) is obtained from the basic construction for \( P^H \subset P \rtimes K \), \textit{i.e.} is just the dual inclusion to the latter one (see for instance \cite{Bi2}). Recall that if \( \theta \) is an automorphism of \( P \), then we can identify \( \theta \mod \text{Int} P \) with the (unitary) equivalence classes of the \( P\text{-}P \) bimodule \( L^2(P) \) with the action \( x \cdot \xi \cdot y = x \xi \theta(y) = x J\theta(y^*) J(\xi), x, y \in P \) and \( \xi \in L^2(P) \). We denote this bimodule by \( \Theta \) or \( L^2(\Theta) \). Note that the contragredient bimodule \( L^2(\Theta) \) is equal to \( L^2(\Theta^{-1}) \) and \( L^2(\Theta_1 \Theta_2) = L^2(\Theta_1) \otimes \mathcal{P} L^2(\Theta_2) \) (\cite{Co}, \cite{Oc2}). As in section 3 we let \( \alpha = P^H L^2(P) \), \( \beta = P L^2(P \rtimes K)_{P \rtimes K} \), such that \( \rho = P^H L^2(P \rtimes K)_{P \rtimes K} = \alpha \beta \).

It is then well-known and easy to see that

\[
\bar{\alpha} \alpha = P L^2(P \rtimes H)_{P} = \bigoplus_{h \in H} L^2(h)
\]

and

\[
\bar{\beta} \beta = P L^2(P \rtimes K)_{P} = \bigoplus_{k \in K} L^2(k).
\]

To simplify the notation we write \( h \) instead of \( L^2(h) \) etc., \textit{i.e.} \( \bar{\alpha} \alpha = \bigoplus_{i=0}^{r} h_i \), where \( H = \{ e = h_0, h_1, \ldots, h_r \} \) and \( \bar{\beta} \beta = \bigoplus_{j=0}^{s} k_j \), where \( K = \{ e = k_0, k_1, \ldots, k_s \} \).

The following corollary follows from propositions 3.1 and 3.3

**Corollary 4.1.**

(i) \( P^H \subset P \rtimes K \) is irreducible iff \( H \cap K = \{ e \} \) in Out\( P \).

(ii) \( P^H \subset P \rtimes K \) has finite depth iff the group generated by \( H \) and \( K \) in Out\( P \) is a finite group.

**Proof.**

(i) \( \langle \bar{\alpha} \alpha, \beta \bar{\beta} \rangle = \sum_{i=0}^{r} \sum_{j=0}^{s} \langle h_i, k_j \rangle \). Since \( \langle h_i, k_j \rangle = 1 \) iff \( h_i = k_j \mod \text{Int} P \), we get the result.

(ii) By Proposition 3.1 we need to calculate \( (\bar{\alpha} \alpha \beta \bar{\beta})^n = (\sum_{i=0}^{r} \sum_{j=0}^{s} h_i k_j)^n \). But all words in the \( h_i \)'s and \( k_j \)'s of length \( \leq n \) appear in this expression, which implies the result. \( \square \)

Observe that it follows from the above proof that \( (P^H)' \cap P \rtimes K \cong C(H \cap K) \) if \( H \) and \( K \) act properly outerly on \( P \).

The situation becomes even more interesting when \( G = \langle H, K \rangle \), the group generated by \( H \) and \( K \) in Out\( P \), is an infinite group. From the computations given below, it follows that in this case \( P^H \subset P \rtimes K \) has infinite principal graphs, \textit{i.e.} the inclusion has infinite depth. We will show below that in the case \( P = R \), the hyperfinite II\(_1\) factor, the inclusion \( P^H \subset P \rtimes K \) is amenable (in the sense of Popa \cite{Po4}) iff \( G \) is amenable, and is strongly amenable (in the sense of Popa) iff the entropy \( h(G, \mu) \) of \( G \) with respect to a certain distinguished probability measure \( \mu \) on \( G \) vanishes. These results enable us then to construct a variety of examples of irreducible (strongly) amenable subfactors of the hyperfinite II\(_1\) factor \( R \) whose principal graphs have all possible growth properties. Let us also point out, that any group \( G = \langle H, K \rangle \), which is of course a quotient of the free product \( H \ast K \), can...
be realized in OutR. In other words, given any $G = H * K/\sim$, we can construct an index $|H||K|$-inclusion of hyperfinite factors $R^H \subset R \rtimes K$, such that $\langle H, K \rangle = G$ in OutR. All our computations below will not use hyperfiniteness, i.e. they are valid for an arbitrary II$_1$ factor $P$, which carries appropriate outer $H$ and $K$ actions.

We will determine the principal graphs $(\Gamma, \Gamma')$ of our group type inclusion and compute their $l^2$-norm. Let $\rho = \alpha \beta$ as above, then (see section 3)

\[
\begin{align*}
(\rho \bar{\rho})^n &\text{ decomposes as } \alpha g \bar{\alpha}, \quad g \in G, \\
(\rho \bar{\rho})^n \rho &\text{ decomposes as } \alpha g \beta, \quad g \in G, \\
(\rho \bar{\rho})^n \bar{\rho} &\text{ decomposes as } \bar{\beta} g \bar{\beta}, \quad g \in G, \\
(\bar{\rho} \rho)^n \rho &\text{ decomposes as } \bar{\beta} g \bar{\alpha}, \quad g \in G.
\end{align*}
\]

Clearly, all the bimodules on the right hand side appear for $n$ big enough. If $g, g' \in G$, let

\[
\begin{align*}
m^H_{g,g'} &\text{ number of times } g \text{ can be written as } h_i g' h_j, \quad 0 \leq i, j \leq r, \\
m^K_{g,g'} &\text{ number of times } g \text{ can be written as } k_i g' k_j, \quad 0 \leq i, j \leq s, \\
m^H_{g,g'} &\text{ number of times } g \text{ can be written as } h_i g' k_j, \quad 0 \leq i \leq r, 0 \leq j \leq s.
\end{align*}
\]

Note that $m^H_{g,g'} = m^K_{g,g'}$, $m^K_{g,g'} = m^K_{g',g}$. These multiplicities are obtained as

\[
\langle \alpha g \bar{\alpha}, \alpha g' \bar{\alpha} \rangle = \sum_{i,j=0}^r \langle g, h_i g' h_j \rangle = \sum_{i,j=0}^r \delta_{g,h_i g' h_j} = m^H_{g,g'},
\]

and similarly $\langle \bar{\beta} g \bar{\beta}, \bar{\beta} g' \bar{\beta} \rangle = m^K_{g,g'}$, $\langle \alpha g \beta, \alpha g' \beta \rangle = m^H_{g,g'}$, $\langle \bar{\beta} g \alpha, \bar{\beta} g' \alpha \rangle = m^{K,H}_{g,g'}$. We determine now which of the bimodules $\alpha g \bar{\alpha}$, $g \in G$ (resp. $\alpha g \beta$, $g \in G$, resp. $\beta g \bar{\beta}$, $g \in G$) are distinct (i.e. have no common subbimodules). Clearly, $H$ and $K$ act naturally by left resp. right multiplication on $H * K$, which induces an action on $G = H * K/\sim$. We show that the orbits under this action provide a labeling of all the distinct bimodules of the above form. More precisely, we have

**Proposition 4.2.** Consider the group type inclusion $P^H \subset P \rtimes K$ and let $G$ be the group generated by $H$ and $K$ in Out$P$. Let $H$ and $K$ act by left resp. right multiplication on $G$. Then we have:

(i) The double cosets $H \backslash G / H$ (i.e. the orbits of the $H \rtimes H$ action $(h,h') \cdot g = hgh'$ on $G$) label the distinct $P^H \cdot P^H$ bimodules of the form $\alpha g \bar{\alpha}$, $g \in G$.

(ii) The double cosets $H \backslash G / K$ label the distinct $P^H \cdot P \rtimes K$ bimodules of the form $\alpha g \beta$, $g \in G$.

(iii) The double cosets $K \backslash G / K$ label the distinct $P \rtimes K \cdot P \rtimes K$ bimodules of the form $\beta g \beta$, $g \in G$.

**Proof.** (i): Let $g, g' \in G$ such that $g' \notin HgH$. Then

\[
\langle \alpha g \bar{\alpha}, \alpha g' \bar{\alpha} \rangle = \sum_{i,j} \langle h_i g h_j, g' \rangle = m^H_{g,g'} = 0,
\]

and similarly $\langle \bar{\beta} g \bar{\beta}, \bar{\beta} g' \bar{\beta} \rangle = m^K_{g,g'}$, $\langle \alpha g \beta, \alpha g' \beta \rangle = m^H_{g,g'}$, $\langle \bar{\beta} g \alpha, \bar{\beta} g' \alpha \rangle = m^{K,H}_{g,g'}$. We determine now which of the bimodules $\alpha g \bar{\alpha}$, $g \in G$ (resp. $\alpha g \beta$, $g \in G$, resp. $\beta g \bar{\beta}$, $g \in G$) are distinct (i.e. have no common subbimodules). Clearly, $H$ and $K$ act naturally by left resp. right multiplication on $H * K$, which induces an action on $G = H * K/\sim$. We show that the orbits under this action provide a labeling of all the distinct bimodules of the above form. More precisely, we have

**Proposition 4.2.** Consider the group type inclusion $P^H \subset P \rtimes K$ and let $G$ be the group generated by $H$ and $K$ in Out$P$. Let $H$ and $K$ act by left resp. right multiplication on $G$. Then we have:

(i) The double cosets $H \backslash G / H$ (i.e. the orbits of the $H \rtimes H$ action $(h,h') \cdot g = hgh'$ on $G$) label the distinct $P^H \cdot P^H$ bimodules of the form $\alpha g \bar{\alpha}$, $g \in G$.

(ii) The double cosets $H \backslash G / K$ label the distinct $P^H \cdot P \rtimes K$ bimodules of the form $\alpha g \beta$, $g \in G$.

(iii) The double cosets $K \backslash G / K$ label the distinct $P \rtimes K \cdot P \rtimes K$ bimodules of the form $\beta g \beta$, $g \in G$.

Proof. (i): Let $g, g' \in G$ such that $g' \notin HgH$. Then

\[
\langle \alpha g \bar{\alpha}, \alpha g' \bar{\alpha} \rangle = \sum_{i,j} \langle h_i g h_j, g' \rangle = m^H_{g,g'} = 0,
\]
\[ \alpha g \bar{\alpha} \cap \alpha g' \bar{\bar{\alpha}} = \emptyset \] (which means that they have no common subbimodules). Observe that \( ah = \alpha \) for all \( h \in H \). This holds since \( \alpha \) and \( \alpha h \) are irreducible \( P^H.P \) bimodules (since \( \langle \alpha h, \alpha h \rangle = \langle \alpha, \alpha \rangle = 1 \) (Proposition 2.2)) and \( \langle \alpha h, \alpha \rangle = \langle h, \alpha \rangle = \sum_{h' \in H} \delta_{h,h'} = 1 \) hence, if \( g' \in H g H \), i.e. \( g' = hgh' \), then \( \alpha g' \bar{\alpha} = \alpha hgh' \bar{\bar{\alpha}} = \alpha g \bar{\alpha} \). If \( \alpha g \bar{\alpha} \cap \alpha g' \bar{\bar{\alpha}} \neq \emptyset \) for some \( g, g' \in G \), then
\[
1 \leq \langle \alpha g \bar{\alpha}, \alpha g' \bar{\bar{\alpha}} \rangle = \langle g, \alpha g' \bar{\bar{\alpha}} \rangle = \sum_{i,j=0}^{r} \langle g, h_i g' h_j \rangle = m_{g,g'}^{H} \]
and therefore \( g' \in H g H \). This completes the proof of (i).

(ii) and (iii) : The proof is as in (i) using \( k/3 = \beta \) for all \( k \in K \), which holds since \( \beta, k/3 \) are irreducible \( P-P \times K \) bimodules and \( \langle k/3, \beta \rangle = \langle k, \beta \rangle = \sum_{k' \in K} \delta_{k,k'} = 1 \)
\[
\sum_{k' \in K} \delta_{k,k'} = 1. \square
\]

Let us emphasize that the bimodules appearing in the above proposition are not necessarily irreducible. However, if \( H \times K \) acts freely on \( G \), i.e. if

\[ h_i g k_j = g, \text{ some } g \in G, \text{ implies } h_i = k_j = e, \]

then \( \langle \alpha g \beta, \alpha g' \beta \rangle = \sum_{i=0}^{r} \sum_{j=0}^{s} \langle g, h_i g k_j \rangle = 1 \) and \( \alpha g \beta = \alpha g' \beta \) iff \( g' \in H g K \). Thus \( \Gamma_{\text{odd}} \) (resp. \( \Gamma'_{\text{odd}} \)) is labeled by the double cosets \( H \backslash G / K \) (resp. \( K \backslash G / H \)) in this case. Note that \( H \times K \) never act freely on \( G \). In general, \( \Gamma_{\text{even}} \) and \( \Gamma_{\text{odd}} \) (resp. \( \Gamma'_{\text{even}} \) and \( \Gamma'_{\text{odd}} \)) depend on the \( H \) and \( K \) actions on \( G \), i.e. the multiplicities \( m_{g,g'}, m_{k,k'}^{H,K} \), and the representation theory of \( H \) and \( K \) (\( \alpha \bar{\alpha} \) and \( \beta \bar{\beta} \) appear as \( P^H.P^H \) and \( P \times K-P \times K \) bimodules for instance). Let us also remark, that in the special case when \( G = H \times K \), we get with the above observation from Proposition 4.2 (ii) that \( \Gamma_{\text{odd}} \) consists of one single point, which means that the associated inclusion has depth two and is therefore by a well-known result obtained as a crossed product with a finite dimensional \( \text{Kac algebra} \) (see for instance \( [Sz] \)).

A few further things about the principal graphs can be said in general. Since \( \alpha \) and \( \beta \) are irreducible bimodules, the bimodules \( \alpha g, g\beta, \bar{\beta} g \) and \( g\bar{\alpha} \) are also irreducible for every \( g \in G \). The computation
\[
\langle \alpha g, \alpha g' \rangle = \sum_{i=0}^{r} \langle g, h_i g' \rangle = \begin{cases} 0, & \text{if } g \notin H g' \\ 1, & \text{if } g \in H g', \end{cases}
\]
shows that \( H \backslash G \) labels the irreducible \( P^H.P \) bimodules. Similarly, \( G / K \) labels the irreducible \( P-P \times K \) bimodules, \( K \backslash G \) the irreducible \( P \times K-P \) bimodules and \( G / H \) labels the irreducible \( P-P^H \) bimodules. Using this interpretation of these cosets we have
**Lemma 4.3.** – Consider the formal \( \mathbb{Z} \)-linear combinations of the sets \( G, H \setminus G, G \setminus H, K \setminus G, G \setminus K, \) \( \Gamma_{\text{even}}, \Gamma_{\text{even}}', \) \( \Gamma_{\text{odd}} \) and \( \Gamma_{\text{odd}}' \). Then the following diagrams commute:

(i)

\[
\begin{align*}
\mathbb{Z}(G) \xrightarrow{R_\alpha} & \mathbb{Z}(G/K) \\
\downarrow L_\alpha & \downarrow L_\alpha
\end{align*}
\]

\[
\begin{align*}
\mathbb{Z}(H \setminus G) \xrightarrow{R_\beta} & \mathbb{Z}(\Gamma_{\text{odd}}) \\
\downarrow L_\beta & \downarrow L_\beta
\end{align*}
\]

(i')

\[
\begin{align*}
\mathbb{Z}(G) \xrightarrow{R_\beta} & \mathbb{Z}(G/K) \\
\downarrow L_\beta & \downarrow L_\beta
\end{align*}
\]

\[
\begin{align*}
\mathbb{Z}(K \setminus G) \xrightarrow{R_\beta} & \mathbb{Z}(\Gamma_{\text{even}}') \\
\downarrow L_\alpha & \downarrow L_\alpha
\end{align*}
\]

(ii)

\[
\begin{align*}
\mathbb{Z}(G) \xrightarrow{R_\alpha} & \mathbb{Z}(G/H) \\
\downarrow L_\alpha & \downarrow L_\alpha
\end{align*}
\]

\[
\begin{align*}
\mathbb{Z}(H \setminus G) \xrightarrow{R_\alpha} & \mathbb{Z}(\Gamma_{\text{even}}') \\
\downarrow L_\beta & \downarrow L_\beta
\end{align*}
\]

(ii')

\[
\begin{align*}
\mathbb{Z}(G) \xrightarrow{R_\alpha} & \mathbb{Z}(G/H) \\
\downarrow L_\alpha & \downarrow L_\alpha
\end{align*}
\]

\[
\begin{align*}
\mathbb{Z}(K \setminus G) \xrightarrow{R_\alpha} & \mathbb{Z}(\Gamma_{\text{odd}}') \\
\downarrow L_\beta & \downarrow L_\beta
\end{align*}
\]

where \( R_\alpha \) (resp. \( R_\beta \)) denotes right multiplication by \( \alpha \) (resp. \( \beta \)) and \( L_\alpha \) (resp. \( L_\beta \)) denotes left multiplication by \( \alpha \) (resp. \( \beta \)).

**Proof.** – (i) \( L_\alpha : \mathbb{Z}(G/K) \to \mathbb{Z}(\Gamma_{\text{odd}}) \) is defined as the linear extension of the map which assigns \( gK \) to \( \alpha g \beta \), where the image is decomposed into irreducible \( P^H \cdot P \rtimes K \) bimodules. Since \( G/K \) labels the irreducible \( P \cdot P \rtimes K \) bimodules, this map is well-defined. Similarly, \( R_\beta : \mathbb{Z}(H \setminus G) \to \mathbb{Z}(\Gamma_{\text{odd}}) \) is defined as the linear extension of the map which assigns \( Hg \) to \( \alpha g \beta \), where the image is again decomposed into irreducible \( P^H \cdot P \rtimes K \) bimodules. The map is again well-defined since \( H \setminus G \) labels the irreducible \( P^H \cdot P \) bimodules. The commutativity of the diagram in (i) trivial: on the basis of \( \mathbb{Z}(G) \) we have \( L_\alpha R_\beta(g) = \alpha g \beta = R_\beta L_\alpha(g) \).

(ii) A similar argument as in (i) shows (ii). (i') and (ii') are then proven in the same way. \( \Box \)

We prove next a formula that allows us to compute the norm of the principal graphs of \( P^H \subset P \rtimes K \). We have

**Theorem 4.4.** – Let \( (\Gamma, \Gamma') \) be the principal graphs of the group type inclusion \( R^H \subset R \rtimes K \) and let \( G = \langle H, K \rangle \) be the group generated by \( H \) and \( K \) in \( \text{Out} R \). Set \( x = \sum \limits_{h \in H} h, \ y = \sum \limits_{k \in K} k \) and consider \( x \) and \( y \) in the left (or right) regular representation...
In order to prove this theorem we need some results that allow us to compute the norms of infinite graphs. Recall that a (possibly infinite) matrix $A = (a_{kl})_{k,l \in I}$ with nonnegative entries $a_{kl} \in \mathbb{R}^+$ is called irreducible if for all $i, j \in I$, there is an $n \in \mathbb{N}$, $n = n(i, j)$, such that $(A^n)_{ij} > 0$. The following lemma is probably well-known to specialists.

**Lemma 4.5.** Let $A = (a_{kl})_{k,l \in I}$ be a (possibly infinite) self-adjoint square matrix with nonnegative entries such that $A$ is irreducible and defines a bounded operator on $l^2(I)$. Then for all $x = (x_i)_{i \in I} \in l^2(I) \setminus \{0\}$, i.e. $x \neq 0$, $x_i \geq 0$, we have

$$\|A\| = \lim_{n \to \infty} \|A^nx\|^\frac{1}{n}.$$

**Proof.** Let $A = \int_{sp(A)} \lambda dE(\lambda)$ be the spectral resolution of $A$. Note that each $y \in l^2(I)^+$ defines a Borel measure on the spectrum $sp(A)$ of $A$ via $\mu_y(S) = (E(S)y,y)$, $S \subset sp(A)$ a Borel set. First we show that $\lim_{n \to \infty} \|A^n x\|^{\frac{1}{n}}$ always exists. For this consideration, we may assume $\|x\| = 1$. Then using the Minkowski inequality we get

$$\|A^n x\|^\frac{1}{n} = \left( \int_{sp(A)} \lambda^{2n} d\mu_x(\lambda) \right)^\frac{1}{2n}$$

$$\leq \left[ \left( \int_{sp(A)} \lambda^{\frac{2n+1}{n}} d\mu_x(\lambda) \right)^{\frac{n}{n+1}} \left( \int_{sp(A)} 1 d\mu_x(\lambda) \right)^{\frac{1}{n+1}} \right]^\frac{1}{2n}$$

$$= \|A^{n+1} x\|^\frac{1}{n+1} \cdot 1.$$ 

Hence, the above limit exists. Next set

$$\rho(x) = \max \{|\text{supp}(\mu_x)| = \max \{|t|, t \in \text{supp}(\mu_x)\} \}.$$ 

Clearly

$$\|A^n x\| = \left( \int_{sp(A)} \lambda^{2n} d\mu_x(\lambda) \right)^\frac{1}{2} \leq \rho(x)^n \|x\|$$

and if $\rho(x) > 0$, then we have for all $c \in (0, \rho(x))$

$$\|A^n x\| \geq \left( \int_{|\lambda| \geq c} \lambda^{2n} d\mu_x(\lambda) \right)^\frac{1}{2} \geq c^n \mu_x(\{\lambda \in \text{sp}(A) \mid |\lambda| \geq c\}).$$

Note that by the definition of $\rho(x)$, $\{\lambda \in \text{sp}(A) \mid |\lambda| \geq c\}$ is not a $\mu_x$-nullset. Hence

$$c \leq \lim_{n \to \infty} \|A^n x\|^\frac{1}{n} \leq \rho(x)$$

and since this holds for all $c \in (0, \rho(x))$, we have

$$\rho(x) = \lim_{n \to \infty} \|A^n x\|^\frac{1}{n}.$$ 

This formula holds also if $\rho(x) = 0.$
Let now $\delta_i, i \in I$, be the standard basis for $l^2(I)$ and fix $i, j \in I$. By irreducibility of $A$ there is an $m \in \mathbb{N}$ and a constant $c > 0$ such that $A^m \delta_i \geq c \delta_j$ (entrywise inequality). Hence

$$A^{n+m} \delta_i \geq c A^n \delta_j, \quad \text{for all } n \in \mathbb{N}$$

and using that the inner product on $l^2(I)$ is increasing in both variables, we get that

$$\|A^n \delta_j\| \leq \frac{1}{c} \|A^{n+m} \delta_i\| \leq \frac{\|A\|^m}{c} \|A^n \delta_i\|, \quad n \in \mathbb{N}.$$ 

Thus $\rho(\delta_j) \leq \rho(\delta_i)$. Hence, by symmetry, $\rho(\delta_i)$ is independent of $i \in I$. Let $\rho$ denote their common value. Clearly $\rho \leq \|A\|$. Moreover, the supports of all the measures $\mu_{\delta_i}$ are contained in $[-\rho, \rho]$. Since $(\delta_i)_{i \in I}$ is a total set in $l^2(I)$, the nullsets of the spectral measure $E$ are precisely the common nullsets for all the measures $\mu_{\delta_i}, i \in I$. Hence

$$\text{sp}(A) = \text{supp}(E) \subset [-\rho, \rho],$$

which proves that $\rho \geq \rho(A) = \|A\|$. Altogether, we have shown that $\rho(\delta_i) = \|A\|$ for all $i \in I$. Finally, let $x$ be a general element in $l^2(I)^+ \setminus \{0\}$. Then there exists an $i \in I$ and a constant $c > 0$ such that $x \geq c \delta_i$. Hence

$$A^n x \geq c A^n \delta_i, \quad \text{for all } n \in \mathbb{N}$$

and therefore

$$\lim_{n \to \infty} \|A^n x\|^\frac{1}{n} \geq \lim_{n \to \infty} \|A^n \delta_i\|^\frac{1}{n} = \|A\|.$$ 

The converse inequality is trivial. \(\square\)

**Proposition 4.6.** Let $I_1, I_2, I_3$ and $I_4$ be four (possibly infinite) index sets, and let $G, H, K$ and $L$ be matrices with nonnegative entries indexed by $I_1 \times I_2, I_3 \times I_4, I_1 \times I_3$ and $I_2 \times I_4$ respectively. Assume that $G$, $H$, $K$ and $L$ define bounded operators between the $l^2(I_k)$-spaces and that $GL = KH$ and $LH^t = G^t K$. If moreover the bipartite graphs $\Gamma_G$ and $\Gamma_H$ associated to $G$ and $H$ are connected and $K \neq 0$ (equivalently $L \neq 0$), then $\|G\| = \|H\|$.

**Proof.** Set $A = G^t G$ and $B = HH^t$. By connectedness of $\Gamma_G$ and $\Gamma_H$, $A$ and $B$ are irreducible matrices. Moreover $AK = KB$. Since $K$ has a nonzero column, there is an index $k$ such that $K\delta_k \geq 0$ (entrywise), $K\delta_k \neq 0$. Thus by Lemma 4.5 we have

$$\|G\|^2 = \|A\| = \lim_{n \to \infty} \|A^n K \delta_k\|^\frac{1}{n} = \lim_{n \to \infty} \|KB^n \delta_k\|^\frac{1}{n} \leq \lim_{n \to \infty} \|B^n \delta_k\|^\frac{1}{n} = \|B\| = \|H\|^2,$$

i.e. $\|G\| \leq \|H\|$. The converse inequality is obtained in the same way, using $K^t A = BK^t$. This completes the proof. \(\square\)

**Remark 4.7.** Note that we do not assume in the above proposition that $K$ and $L$ define connected graphs. Note also that if all the involved matrices above were finite, a Perron-Frobenius argument would give the result.
We can now proceed with the proof of Theorem 4.4.

**Proof of Theorem 4.4.** – We have the following commutative diagrams

\[
\begin{array}{ccc}
\mathbb{Z}(G/H) & \xrightarrow{R_\alpha} & \mathbb{Z}(G) & \xrightarrow{R_\beta} & \mathbb{Z}(G/H) \\
\downarrow L_\alpha & & \downarrow L_\alpha & & \downarrow L_\alpha \\
\mathbb{Z}(\Gamma_{\text{even}}) & \xrightarrow{R_\alpha} & \mathbb{Z}(H \setminus G) & \xrightarrow{R_\beta} & \mathbb{Z}(\Gamma_{\text{odd}})
\end{array}
\]

and

\[
\begin{array}{ccc}
\mathbb{Z}(G/K) & \xrightarrow{R_\beta} & \mathbb{Z}(G) & \xrightarrow{R_\delta} & \mathbb{Z}(G/H) \\
\downarrow L_\alpha & & \downarrow L_\alpha & & \downarrow L_\alpha \\
\mathbb{Z}(\Gamma_{\text{odd}}) & \xrightarrow{R_\beta} & \mathbb{Z}(H \setminus G) & \xrightarrow{R_\delta} & \mathbb{Z}(\Gamma_{\text{even}})
\end{array}
\]

by transposing the diagram in Lemma 4.3 (ii) (resp (i)) and combining it with the one in Lemma 4.3 (i) (resp. (ii)). Let \(A_1, A_2, B_1, B_2, C_1, C_2\) and \(C_3\) be the matrices corresponding to the linear maps of the first diagram, i.e.

\[
\begin{array}{ccc}
\mathbb{Z}(G/H) & \xrightarrow{A_1} & \mathbb{Z}(G) & \xrightarrow{B_1} & \mathbb{Z}(G/H) \\
\downarrow C_1 & & \downarrow C_1 & & \downarrow C_1 \\
\mathbb{Z}(\Gamma_{\text{even}}) & \xrightarrow{A_2} & \mathbb{Z}(H \setminus G) & \xrightarrow{B_2} & \mathbb{Z}(\Gamma_{\text{odd}})
\end{array}
\]

By Frobenius reciprocity (Proposition 2.2), the matrices corresponding to the second diagram are given by

\[
\begin{array}{ccc}
\mathbb{Z}(G/K) & \xrightarrow{B_1^t} & \mathbb{Z}(G) & \xrightarrow{A_1^t} & \mathbb{Z}(G/H) \\
\downarrow C_2 & & \downarrow C_2 & & \downarrow C_2 \\
\mathbb{Z}(\Gamma_{\text{odd}}) & \xrightarrow{B_2^t} & \mathbb{Z}(H \setminus G) & \xrightarrow{A_2^t} & \mathbb{Z}(\Gamma_{\text{even}})
\end{array}
\]

Therefore

\[(B_2 A_2) C_1 = C_3(B_1 A_1) \quad \text{and} \quad (B_2 A_2)^t C_3 = C_3(B_1 A_1)^t,
\]

so that by Proposition 4.6 \(\|B_1 A_1\| = \|B_2 A_2\|\). Clearly, the adjacency matrix \(\Delta_\Gamma\) of the graph \(\Gamma\) is

\[
\Delta_\Gamma = \begin{pmatrix} 0 & B_2 A_2 \\ (B_2 A_2)^t & 0 \end{pmatrix}.
\]

Hence

\[
\|\Gamma\|^2 = \|B_2 A_2\|^2 = \|B_1 A_1\|^2 = \|A_1^t B_1^t B_1 A_1\| = \tau(A_1^t B_1^t B_1 A_1) = \tau(A_1 A_1^t B_1^t B_1).
\]

But the matrix \(A_1 A_1^t\) is the matrix of the composed map from \(\mathbb{Z}(G)\) into \(\mathbb{Z}(G)\) given by right multiplication by \(\bar{\alpha}\). Hence \(A_1 A_1^t\) is the matrix of right convolution by \(x = \sum_{h \in H} h\).
Similarly, $B_1^*B_1$ is the matrix of right convolution by the measure $y = \sum_{k \in K} k$. Hence $A_1A_1^*B_1^*B_1$ is the matrix of right convolution by $yx$, and therefore unitary equivalent to the matrix given by left convolution by $(yx)^* = xy$. Hence $||\Gamma||^2 = r(xy)$. Note that $||\Gamma|| = ||\Gamma'||$ holds always ([Po4], but it follows also from Proposition 4.6).

Before we proceed with studying the amenability of $R^H \subset R \rtimes K$, let us give a corollary of Theorem 4.4.

**Corollary 4.8.** – Let $R^H \subset R \rtimes K$ be a group type inclusion as above and let $(\Gamma, \Gamma')$ be the principal graphs. If the group $G$ generated by $H$ and $K$ in $\text{Out}R$ is the free product, i.e. $G = H \ast K$, then

$$||\Gamma||^2 = ||\Gamma'||^2 = (\sqrt{|H| - 1} + \sqrt{|K| - 1})^2.$$  

**Proof.** – Let $\lambda$ be the left regular representation of $G$ and set $p = \frac{1}{|H|} \sum_{h \in H} \lambda(h)$, $q = \frac{1}{|K|} \sum_{k \in K} \lambda(k)$. By Theorem 4.4 we have that

$$||\Gamma||^2 = ||\Gamma'||^2 = |H||K| r(pq).$$

If the groups $H$ and $K$ are interchanged, then the principal graphs will be interchanged, so it is sufficient to treat the case where $|H| \leq |K|$. Since the projections $p$ and $q$ are free in the sense of Voiculescu [Voi], the arguments of [ABH, pp. 10-18] go through: Set

$$\alpha = r(p) = \frac{1}{|H|}, \quad \beta = r(q) = \frac{1}{|K|}$$

and

$$t_1 = (\sqrt{(1 - \alpha)(1 - \beta)} - \sqrt{\alpha\beta})^2, \quad t_2 = (\sqrt{(1 - \alpha)(1 - \beta)} + \sqrt{\alpha\beta})^2.$$  

Denote by $p_0, q_0$ the projections in $M_2(C([t_1, t_2]))$ given by $p_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$ and $q_0 = \begin{pmatrix} 1 - t & \sqrt{t - t^2} \\ \sqrt{t - t^2} & t \end{pmatrix}$.

By [ABH, Theorem 13] we have:

- **a)** If $|K| > |H| \geq 2$, then up to isomorphism

$$C^*(p, q, 1) = \mathbb{C} \oplus M_2(C([t_1, t_2])) \oplus \mathbb{C},$$

where $p = 0 \oplus p_0 \oplus 1$ and $q = 0 \oplus q_0 \oplus 0$.

- **b)** If $|K| = |H| > 2$, then $t_2 = 1$ and up to isomorphism

$$C^*(p, q, 1) = \mathbb{C} \oplus M_2(C([t_1, t_2])),$$

where $p = 0 \oplus p_0$ and $q = 0 \oplus q_0$.  

**ANNALES SCIENTIFIQUES DE L'ÉCOLE NORMALE SUPÉRIEURE**
c) If $|K| = |H| = 2$, then $t_1 = 0$, $t_2 = 1$ and up to isomorphism
\[ C^*(p, q, 1) = M_2(C(\{t_1, t_2\})), \]
where $p = p_0$ and $q = q_0$.

In all three cases we get
\[ r(pq) = \|pq\| = 1 - t_1 = 1 - (\sqrt{(1 - \alpha)(1 - \beta)} - \sqrt{\alpha\beta})^2 \]
\[ = \alpha + \beta - 2\alpha\beta + 2\sqrt{\alpha\beta(1 - \alpha)(1 - \beta)}. \]

Thus
\[ \|\Gamma\|^2 = \frac{1}{\alpha\beta} r(pq) = \frac{1}{\alpha\beta} (\sqrt{\alpha(1 - \beta)} + \sqrt{\beta(1 - \alpha)})^2 \]
\[ = \left( \sqrt{\frac{1 - \beta}{\beta}} + \sqrt{\frac{1 - \alpha}{\alpha}} \right)^2 \]
\[ = (\sqrt{|K| - 1} + \sqrt{|H| - 1})^2. \]

We prove next that amenability of the inclusion $R^H \subset R \rtimes K$ is equivalent to the amenability of the group $G = \{H, K\}$.

**Theorem 4.9.** – Let $P$ be a II$_1$ factor carrying an outer action of the finite groups $H$ and $K$. Denote the principal graphs of the inclusion $P^H \subset P \rtimes K$ by $(\Gamma, \Gamma')$. Then
\[ |H||K| = [P \rtimes K : P^H] = \|\Gamma\|^2 \iff G = \langle H, K \rangle \subset \text{Out}P \text{ is an amenable group.} \]

In particular $R^H \subset R \rtimes K$ is amenable (in the sense of Popa) iff $G$ is an amenable group in Out$R$.

**Proof.** – Note that the second statement follows from the first by Popa’s characterization of amenability ([Po4, 5.4], [Po5, Theorem 2.1]).
Define a measure $\mu$ on $G$ with $\text{supp} \mu = \{kh \mid k \in K, h \in H\}$ and weights $\mu(kh) = \frac{1}{|H||K|}$. Then $\mu$ is a non-symmetric probability measure on $G$ whose support generates all of $G$. As usual, $\mu$ defines a Markov operator $P_\mu : l^2(G) \to l^2(G)$ via
\[ (P_\mu f)(t) = \sum_{s \in G} f(ts)\mu(s), \quad f \in l^2(G). \]

From the generalizations of Kesten’s characterization of amenability of a group [Ke] given by Derriennic-Guivarc’h ([DG], Theorem 1) and Berg-Christensen ([BC], Theorem 5), we get that $G$ is amenable iff the spectral radius $r(P_\mu)$ is equal to 1. Let $\rho : G \to l^2(G)$ be the right regular representation of $G$ and let $x = \sum_{i=0}^r \rho(h_i)$, $y = \sum_{j=0}^s \rho(k_j)$, then we have for all $f \in l^2(G)$
\[ (xy)f = \frac{1}{|H||K|} P_\mu f. \]
Thus

\[ G \text{ is amenable } \iff r(P^) = 1 \]
\[ \iff r(xy) = |H||K| \]
\[ \iff \|\Gamma\|^2 = |H||K| \]

where the last equivalence follows from Theorem 4.4. \( \Box \)

Remark 4.10. – a) Note that \( R^H \subset R \rtimes K \) will be in particular always amenable when \( G \) has subexponential growth \([KV]\).

b) Using Theorem 4.9 and Corollary 4.8 we also obtain the well-known result that a group \( G = H \star K \) is an amenable group if and only if \( |H||K| = (\sqrt{|H|} - 1 + \sqrt{|K|} - 1)^2 \), which happens iff \( |H| = |K| = 2 \), i.e. \( H = K = \mathbb{Z}_2 \). In other words, the infinite dihedral group \( \mathbb{Z}_2 \star \mathbb{Z}_2 \) is the only amenable group which is a free product of two finite groups.

It is now natural to ask if strong amenability \([Po4]\) of \( R^H \subset R \rtimes K \) can also be translated into an appropriate growth condition on the group \( G \). As in \([Bi1]\), \([Po3]\) we will see that it is the \textit{entropy} of \( G \) with respect to a certain distinguished measure, which will describe the ergodicity behaviour of the standard model \([Po4]\) associated to the inclusion \( R^H \subset R \rtimes K \).

Recall that if \( \Gamma \) is a principal graph of \( N \subset M \) and \( \gamma \in \Gamma \) denotes an irreducible \( A-B \)-bimodule, \( A, B \in \{N, M\} \), we let

\[ \xi(\gamma) = [R_\gamma(B) : L_\gamma(A)]^{\frac{1}{2}}, \]

where \( L_\gamma(A) \subset R_\gamma(B) \) is the inclusion defined by the bimodule \( \gamma = _AH_B \), \( L_\gamma \) (resp. \( R_\gamma \)) denotes the left (resp. right) action of \( A \) (resp. \( B \)) on the Hilbert space \( H \). Equivalently, \( \xi(\gamma) \) is the square root of the index of a reduced subfactor corresponding to \( \gamma \) (see \((6), (7))\). If \( N \subset M \) is extremal, we have that \( \Delta_\Gamma \xi = [M : N]^{\frac{3}{2}} \xi \) and similarly for the other principal graph \( \Gamma' \) (see for instance \([Po4]\)). If \( N = P^H \subset M = P \rtimes K \), then \( \xi(\alpha g \alpha) = |H|, \xi(\alpha g \beta) = |H|^{\frac{1}{2}} |K|^{\frac{1}{2}} = \xi(\beta g \alpha) \) and \( \xi(\beta g \beta) = |K| \). As we have seen above, the bimodules \( \alpha g \alpha, \alpha g \beta, \beta g \alpha \) and \( \beta g \beta \) may not be irreducible, but since the square root of the indices of the irreducible components add up to \( \xi(\alpha g \alpha) \) (resp. \( \xi(\alpha g \beta) \), etc.), we see that \( \xi \) is certainly a bounded eigenvector of \( \Delta_\Gamma \) to the eigenvalue \( [H||K|]^{\frac{1}{2}} \) (and similarly for \( \Delta_{\Gamma'} \) and its eigenvector \( \xi' \)). By \(([Po4], \text{ Cor. 5.3.7})\) we have that the strong amenability of \( R^H \subset R \rtimes K \) is equivalent to the ergodicity of the principal graph \( \Gamma' \) (which in this case is equivalent to the ergodicity of \( \Gamma \)). This in turn means by definition \(([Po4, 1.4.2])\) that \( \xi \) is up to a scalar multiple the unique \( \xi \)-bounded eigenvector of \( \Delta_\Gamma \) to the eigenvalue \( [H||K|]^{\frac{1}{2}} \). Before we come to the theorem relating strong amenability of \( R^H \subset R \rtimes K \) to certain growth properties of \( G \), let us state for clarity of exposition the following immediate

\begin{lemma}
Let \( N \subset M \) be an extremal inclusion of \( \text{II}_1 \) factors with principal graph \( \Gamma \). Denote by \( \Delta_\Gamma = \begin{pmatrix} A & 0 \\ 0 & A^t \end{pmatrix} \) the adjacency matrix of \( \Gamma \) and let \( \xi \) be the standard eigenvector of local indices satisfying \( \Delta_\Gamma \xi = [M : N]^{\frac{1}{2}} \xi \). Then the following are equivalent

(i) Up to scalar multiples \( \xi \) is the unique \( \xi \)-bounded eigenvector of \( \Delta_\Gamma \) to the eigenvalue \([M : N]^{\frac{1}{2}} \) (i.e. \( \Gamma \) is ergodic).
\end{lemma}
(ii) Up to scalar multiples $\xi|_{\Gamma_{\text{even}}}$ is the unique $\xi|_{\Gamma_{\text{even}}}$-bounded eigenvector of $AA^*$ to the eigenvalue $[M : N]$.

(iii) Up to scalar multiples $\xi|_{\Gamma_{\text{odd}}}$ is the unique $\xi|_{\Gamma_{\text{odd}}}$-bounded eigenvector of $A^*A$ to the eigenvalue $[M : N]$.

**Proof.** Easy exercise. □

In order to state our main theorem on strong amenability of the inclusion $R^H \subset R \rtimes K$ we need to recall some facts on harmonic functions on groups.

Let $G$ be a countable discrete group and $\nu$ a probability measure on $G$. A function $f \in l^\infty(G)$ is called $\nu$-harmonic, if

$$f(s) = \sum_{g \in G} f( sg ) \nu(g), \quad \text{for all } s \in G$$

(see for instance [Fu], [KV] or [Wo] for a review). As usual we denote by $\hat{\nu}$ the probability measure defined by $\hat{\nu}(g) = \nu(g^{-1}), g \in G$. Ergodicity properties of the right random walk on $G$ defined by the measure $\nu$ are then expressed in terms of the entropy $h(G, \nu)$ of $G$ with respect to $\nu$, which is defined as

$$h(G, \nu) = \lim_{n \to \infty} \frac{1}{n} H(\nu^n),$$

where $H(\nu) = - \sum_{g \in G} \nu(g) \log \nu(g)$ is the entropy of $\nu$ and $\nu^n$ denotes the $n$-th convolution power of the measure $\nu$ (see [Av], [KV]). It is shown there that if $H(\nu) < \infty$, then the vanishing of $h(G, \nu)$ is equivalent to the triviality of the Poisson boundary $\Gamma(G, \nu)$, which means that all bounded $\nu$-harmonic functions on $G$ are constant.

Let now $G = \langle H, K \rangle$ be as in Theorem 4.9 and consider the measure $\mu$ on $G$ with support $\{kh \mid k \in K, h \in H\}$ and weights $\mu(kh) = \frac{1}{|H||K|}, k \in K, h \in H$ (see proof of Theorem 4.4). $\mu$ is then a finitely supported, non-symmetric (i.e. $\mu \neq \hat{\mu}$) probability measure on $G$ whose support generates all of $G$ (such a measure is called nondegenerate). The following lemma shows that we can replace $\mu$ by a symmetric measure for entropy considerations.

**Lemma 4.12.** Let $\mu = \frac{1}{|H||K|} \sum_{k \in K} \sum_{h \in H} \delta_{kh}$ be the above probability measure on $G = \langle H, K \rangle$. Then

$$h(G, \mu) = h(G, \hat{\mu}) = h(G, \mu * \hat{\mu}) = h(G, \hat{\mu} * \mu).$$

**Proof.** Set $\mu_1 = \frac{1}{|K|} \sum_{k \in K} \delta_k$ and $\mu_2 = \frac{1}{|H|} \sum_{h \in H} \delta_h$, then $\mu = \mu_1 * \mu_2$. Note that $\mu_i * \mu_i = \mu_i, i = 1, 2$ and therefore $\mu * \hat{\mu} = \mu_1 * \mu_2 * \mu_1, \hat{\mu} * \mu = \mu_2 * \mu_1 * \mu_2$. Thus

$$\mu^n = (\mu_1 * \mu_2)^n = (\mu * \hat{\mu})^{n(n-1)} = \mu_1 * (\hat{\mu} * \mu)^{(n-1)},$$
which implies \( H(\mu^n) \leq H((\mu \ast \tilde{\mu})^{n-1}) + H(\mu_2) \) ([KV, Proposition 1.1]) and hence \( h(G, \mu) \leq h(G, \mu \ast \tilde{\mu}) \) by definition of the entropy. Similarly, \( h(G, \mu) \leq h(G, \mu \ast \mu) \).

Furthermore we have \((\mu \ast \tilde{\mu})^n = \mu^n \ast \mu_1 \) and \((\tilde{\mu} \ast \mu)^n = \mu_2 \ast \mu^n \). Thus
\[
H((\mu \ast \tilde{\mu})^n) \leq H(\mu^n) + H(\mu_1) \\
H((\tilde{\mu} \ast \mu)^n) \leq H(\mu^n) + H(\mu_2)
\]
which gives \( h(G, \mu \ast \tilde{\mu}) \leq h(\mu, G) \) and \( h(G, \mu \ast \mu) \leq h(\mu, G) \), from which the lemma follows.

We can now state our main theorem on strong amenability of the inclusion \( R^H \subset R \rtimes K \).

**THEOREM 4.13.** – Let \( H \) and \( K \) be finite groups acting properly outerly on the hyperfinite \( II_1 \) factor \( R \) and let \( G \) be the group generated by \( H \) and \( K \) in \( \text{Out} R \). Suppose that the action \( (h, k) \cdot g = hgk \) of \( H \times K \) on \( G \) is free (10) and let \( \mu \) be the probability measure given by \( \mu = \frac{1}{|H||K|} \sum_{k \in K} \sum_{h \in H} \delta_{kh} \). Then the following are equivalent

1. \( R^H \subset R \rtimes K \) is strongly amenable (in the sense [Po4]).
2. All bounded \( \mu \)-harmonic functions on \( G \) are constant.
3. The entropy \( h(G, \mu) \) of \( G \) with respect to \( \mu \) is zero.
4. \( R^K \subset R \rtimes H \) is strongly amenable.
5. All bounded \( \tilde{\mu} \)-harmonic functions on \( G \) are constant.
6. \( h(G, \mu \ast \tilde{\mu}) = 0 \).
7. All bounded \( \mu \ast \tilde{\mu} \) (resp. \( \tilde{\mu} \ast \mu \))-harmonic functions on \( G \) are constant.
8. \( h(G, \mu \ast \tilde{\mu}) = 0 \) (resp. \( h(G, \tilde{\mu} \ast \mu) = 0 \)).

**Proof.** – Let \( (\Gamma, \Gamma') \) be the principal graphs of \( N = R^H \subset R \rtimes K = M \). Since \( R^K \subset R \rtimes H \) is just \( M \subset M_1 \) from the basic construction \( N \subset M \subset M_1 \), we get (i) \( \Leftrightarrow \) (i’) from [Po4]. Observe that this also follows by repeating the proof below for \( \Gamma' \) instead of \( \Gamma \). Note that strong amenability of \( R^H \subset R \rtimes K \) is equivalent to amenability and ergodicity of \( \Gamma \) as mentioned above. The equivalences (ii) \( \Leftrightarrow \) (iii), (ii’) \( \Leftrightarrow \) (iii’) and (iv) \( \Leftrightarrow \) (iv’) are classical results ([Av], [KV]). The equivalence (iii) \( \Leftrightarrow \) (iii’) \( \Leftrightarrow \) (iv’) is shown in Lemma 4.12. Hence we are left with showing (i) \( \Leftrightarrow \) (ii).

Let \( \Delta_\Gamma = \begin{pmatrix} 0 & A \\ A^t & 0 \end{pmatrix} \) be the adjacency matrix of \( \Gamma \), i.e. \( A \) is the standard matrix of \( R^H \subset R \rtimes K \). From Lemma 4.3 we get the following commutative diagram (17)
where as usual $R_\gamma, \hat{R}_\gamma, L_\gamma, \gamma \in \{\alpha, \hat{\alpha}, \beta, \hat{\beta}\}$ denotes right resp. left multiplication by $\gamma$. As in the proof of Theorem 4.4 we regard these operators as matrices acting on the appropriate spaces according to the commutative diagram (17).

(ii) $\Rightarrow$ (i): Let $\eta$ be a $\xi|_{\Gamma_{\text{odd}}}$-bounded (and hence bounded) vector on $\Gamma_{\text{odd}}$ satisfying

\[ A^tA \eta = |H||K|\eta \quad \text{or equivalently} \quad R_{\alpha\beta}R_{\alpha\beta}^{-1}\eta = |H||K|\eta. \]

Define $f = L_\alpha R_\beta \eta \in l^{\infty}(G)$ and compute

\[
\begin{align*}
\hat{R}_{\alpha\alpha\beta}f &= \hat{R}_\beta \hat{R}_\alpha \hat{R}_\alpha f \\
&= \hat{R}_\beta \hat{R}_\alpha \hat{R}_\alpha L_\alpha R_\beta \eta \\
&= L_\alpha R_\beta R_\alpha R_\alpha R_\beta \eta \quad \text{(17)} \\
&= |H||K|L_\alpha R_\beta \eta = |H||K|f.
\end{align*}
\]

Thus $f$ satisfies

\[ f(s) = \frac{1}{|H||K|} \sum_{k \in K} \sum_{h \in H} f(ish), \]

i.e. $f$ is a $\mu$-harmonic function on $G$. Observe that since $H \times K$ acts freely on $G$, we have that $R_\beta L_\alpha : \mathbb{R}(G) \rightarrow \mathbb{R}(\Gamma_{\text{odd}})$ is surjective (see considerations before Lemma 4.3), and hence $L_\alpha R_\beta = (R_\beta L_\alpha)^t$ is injective. Thus, if $\Gamma$ is not ergodic, i.e. $A^tA = |H||K|x$ has at least two linearly independent $\xi|_{\Gamma_{\text{odd}}}$-bounded solutions, icither by lifting them up to $G$ via $L_\alpha R_\beta$, we get two linearly independent $\mu$-harmonic functions on $G$, i.e. $h(G, \mu) > 0$. This proves (ii) $\Rightarrow$ (i).

(i) $\Rightarrow$ (ii): Denote the space of bounded $\mu$-harmonic functions on $G$ by $H^\infty(G, \mu)$ and suppose that there are nonconstant bounded $\mu$-harmonic functions on $G$. Then by ([Ka2], 3.3.1, Corollary 1) it follows that $\dim H^\infty(G, \mu) = \infty$. Let $f \in H^\infty(G, \mu)$ and average $f$ by $H$ from the left, i.e. let $\tilde{f}(g) = \frac{1}{|H|} \sum_{h \in H} f(gh), \; g \in G$. Then it is easy to check that $\tilde{f} \in H^\infty(G, \mu)$, i.e. $\tilde{f}$ satisfies $\hat{R}_{\alpha\alpha\beta}\tilde{f} = |H||K|\tilde{f}$ (since $f$ does) or equivalently

\[ \tilde{f}(g) = \frac{1}{|H||K|} \sum_{k \in K} \sum_{h \in H} \tilde{f}(gh), \quad g \in G. \]

Observe that $\tilde{f}(hg) = \tilde{f}(gk) = \tilde{f}(hgk)$, for all $h \in H, \; k \in K$ and $g \in G$. Since $\dim H^\infty(G, \mu) = \infty$, and $H$ is a finite group, we get that the space of bounded $\mu$-harmonic functions on $G$, which are constant on $H-K$ double cosets, is still infinite.
dimensional. Let $f$ be such a function, i.e. $f \in l^\infty(G)$ with $\tilde{R}_{\alpha}\beta f = |H||K|f$ and $L_{\alpha}f = |H|f$ (the latter follows from $f(hg) = f(g), h \in H, g \in G$). Set

$$\eta = R_{\beta}R_{\alpha}R_{\alpha}L_{\alpha}f = R_{\beta}L_{\alpha}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f,$$

which defines a bounded function on $\Gamma_{\text{odd}}$ (see (17)). Then using (17) we get

$$R_{\alpha}\beta R_{\alpha}\beta \eta = R_{\beta}R_{\alpha}R_{\alpha}R_{\beta}R_{\alpha}R_{\alpha}L_{\alpha}f$$

$$= R_{\beta}R_{\alpha}R_{\alpha}L_{\alpha}\tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f \quad (1\text{7})$$

$$= |H||K|R_{\beta}R_{\alpha}R_{\alpha}L_{\alpha}f = |H||K|\eta,$$

i.e. $A'\eta = |H||K|\eta$. Suppose $f_1$ and $f_2$ are two such functions and assume $\eta_1 \overset{\text{def}}{=} R_{\beta}L_{\alpha}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_1 = R_{\beta}L_{\alpha}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_2 \overset{\text{def}}{=} \eta_2$. Then, since we get from (17) that

$$L_{\alpha}R_{\beta}L_{\alpha}\tilde{R}_{\alpha}\tilde{R}_{\alpha} = \tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}L_{\alpha},$$

we have

$$L_{\alpha}\eta_1 = \tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}L_{\alpha}f_1$$

$$= |H|\tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_1$$

$$= L_{\alpha}\eta_2$$

$$= |H|\tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_2$$

Thus

$$f_1 = \frac{1}{|H||K|} \tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_1 = \frac{1}{|H||K|} \tilde{R}_{\beta}\tilde{R}_{\alpha}\tilde{R}_{\alpha}f_2 = f_2.$$

Hence, if $h(G, \mu) > 0$, then the equation $A'Ax = |H||K|x$ has infinitely many linear independent bounded (and hence $\xi_{\Gamma_{\text{odd}}}$-bounded) solutions, which means that $\Gamma$ is not ergodic (Lemma 4.12). This completes the proof of (i) $\Rightarrow$ (ii) and hence the proof of the theorem. □

Remark 4.14. - a) If $P$ is an arbitrary II$_1$ factor with $H$ and $K$ actions as in the theorem, then we actually prove above that the principal graphs $(\Gamma, \Gamma')$ of $P'$ are ergodic (i.e. the associated hyperfinite standard inclusion [Po4] consists of factors) if and only if all bounded $\mu$ (resp. $\mu$, resp. $\mu^* \mu$, resp. $\mu^* \mu$) - harmonic functions on $G$ are constant.

b) The proof of (i) $\Rightarrow$ (ii) does not use the hypothesis that $H \times K$ acts freely on $G$. Instead we use that the space of bounded $\mu$-harmonic functions on $G$ is either one dimensional or infinite dimensional ([Ka2], [Fu]).

c) If $h(G, \mu) = 0$, then $G$ is automatically amenable ([Av], [KV]). The statement $h(G, \mu) = 0 \iff h(G, \tilde{\mu}) = 0$, is a translation of the fact that for amenable inclusions $N^{\ast t}$ is a factor iff $M^{\ast t}$ is a factor (see [Po4] for the notation), where $N = R^H$ and $M = R \times K$. This happens for the inclusion $R^H \subset R \times K$ precisely in the strongly amenable case.

d) It is shown in ([Po4], 1.4.2, Corollary) that if $N \subset M$ is extremal, then $Z(N^{\ast t}) \cap Z(M^{\ast t}) = C$. If we let $N = R^H$, $M = R \times K$ be as above, then this
results is a special case of ([Ka3], Theorem 3 and Theorem 4), where it is shown that the $(\mu, \mu)$ jointly harmonic functions on $G$, i.e. $f \in L^\infty(G)$ with $\mu f\mu = f$, are just the constants. This is obtained from the following commutative diagram

\[
\begin{array}{ccccccc}
\mathbb{R}(\Gamma_{\text{even}}) & \xrightarrow{R_\beta} & \mathbb{R}(K \setminus G) & \xrightarrow{R_\delta} & \mathbb{R}(\Gamma_{\text{odd}}) & \xrightarrow{R_\alpha} & \mathbb{R}(K \setminus G) & \xrightarrow{R_\beta} & \cdots \\
L_\beta & \downarrow & L_\beta & \downarrow & L_\beta & \downarrow & L_\beta & \downarrow & \cdots \\
\mathbb{R}(G/K) & \xrightarrow{R_\beta} & \mathbb{R}(G) & \xrightarrow{R_\delta} & \mathbb{R}(G/H) & \xrightarrow{R_\alpha} & \mathbb{R}(G) & \xrightarrow{R_\beta} & \cdots \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \cdots \\
\mathbb{R}(\Gamma_{\text{odd}}) & \xrightarrow{R_\beta} & \mathbb{R}(H \setminus G) & \xrightarrow{R_\delta} & \mathbb{R}(\Gamma_{\text{even}}) & \xrightarrow{R_\alpha} & \mathbb{R}(H \setminus G) & \xrightarrow{R_\beta} & \cdots \\
\end{array}
\]

**Problem.** – The entropy $h(G, \mu)$ measures how far $N^s$ resp. $M^s$ are from being factors (see Remark 4.13 c)). Is there a formula relating the relative Connes-Størmer entropy $H(M^s | N^s)$ to $h(G, \mu)$ as in ([Bi1], Theorem 1.9)?

5. Entropy of random walks on groups

We would like to use Theorems 4.9 and 4.13 to construct examples of strongly amenable and of amenable, but not strongly amenable subfactors of the hyperfinite $\text{II}_1$ factor. According to these we need to find groups $G$ which are of the form $H * K/\sim$ for two finite groups $H$ and $K$ such that $G$ is amenable, but $h(G, \mu) > 0$ (then $R^H \subset R \rtimes K$ is amenable, but not strongly amenable) and/or such that $G$ is amenable and $h(G, \mu) = 0$ (then $R^H \subset R \rtimes K$ is strongly amenable), where $\mu$ is as in Theorem 4.13. We are therefore lead to analyze ergodicity properties of the right random walk, defined by a probability measure on $G$, on various classes of groups $G$ of the above form.

Let us recall some elementary facts about groups and fix some notation. Given a group $G$, we let $\{G, G\}$ denote its commutator subgroup, i.e. the subgroup generated by $\{xyz^{-1}y^{-1} \mid x, y \in G\}$. Note that the sequence $N_1(G), N_2(G), \ldots$, inductively defined by

\[N_1(G) = \{G, G\}, \quad N_{n+1}(G) = \{N_n(G), N_{n}(G)\}\]

is decreasing sequence of normal subgroups of $G$. $N_n(G)$ is called the $n$-th commutator subgroup of $G$ and $G$ is called solvable if $N_n(G) = \{e\}$ for some $n \in \mathbb{N}$. Note that solvable groups are amenable (see for instance [G], Theorem 2.3.3).

Let $G$ be a finitely generated group and $S$ a symmetric set of generators of $G$. Using $S$, one can define a length function on $G$ via

\[(20) \quad \lvert g \rvert_S = \min\{n \mid g = s_1s_2 \cdots s_n, s_i \in S\},\]
if \( g \neq e \) and \(|e|_S = 0\) (\( e \) denotes the identity in \( G \)). If \( S' \) is another finite symmetric set of generators of \( G \), then it is easy to see that there are positive constants \( a \) and \( b \) such that

\[
a |g|_S \leq |g|_{S'} \leq b |g|_S, \quad g \in G.
\]

We say that the probability measure \( \mu \) on \( G \) has finite \( p \)-th moment, \( p \in \mathbb{R}^+ \), if

\[
\sum_{g \in G} |g|^p \mu(g) < \infty
\]

for some finite symmetric set of generators \( S \) (equivalently for all finite symmetric set of generators by (21)). Recall also that a probability measure \( \mu \) on \( G \) is called nondegenerate if \( G = \bigcup_{\infty} (\text{supp}\mu)^n \).

For our entropy calculations below the following groups play an important role ([KV], [Ka1], [Ka2], [Ka4]): let \( G_k \) denote the semi-direct product

\[
G_k = F_0(\mathbb{Z}^k, \mathbb{Z}_2) \rtimes \mathbb{Z}^k
\]

where \( F_0(\mathbb{Z}^k, \mathbb{Z}_2) \) is the abelian group of finitely supported functions from \( \mathbb{Z}^k \to \mathbb{Z}_2 \) and where the action of \( \mathbb{Z}^k \) on \( F_0(\mathbb{Z}^k, \mathbb{Z}_2) \) is given by translation \( T_x \), i.e.

\[
(T_x f)(y) = f(y - x), \quad f \in F_0(\mathbb{Z}^k, \mathbb{Z}_2), \quad x, y \in \mathbb{Z}^k.
\]

Observe that these groups are amenable, since they are solvable of length 2. We will need the following result from ([Ka1], Theorem 3.3, see also [KV], Proposition 6.4).

**Lemma 5.1.** Let \( G_k \) be the groups defined in (23). If \( k \geq 3 \) and if \( \mu \) is a probability measure on \( G_k \) with finite first moment for which the induced measure \( \bar{\mu} \) on \( \mathbb{Z}^k = G_k/F_0(\mathbb{Z}^k, \mathbb{Z}_2) \) is nondegenerate and for which the subgroup generated by the support of \( \mu \) is non-abelian, then the entropy \( h(G_k, \mu) \) is strictly positive.

**Proof.** The induced random walk \( (\mathbb{Z}^k, \bar{\mu}) \) is transient since \( k \geq 3 \) (see for instance [Sp], Theorems 8.1, 8.2). Then ([Ka1], Theorem 3.3) yields the result. \( \square \)

Using this result we can prove

**Lemma 5.2.** Let \( F_k, \; 3 \leq k \leq \infty \), be the free group on \( k \) generators and let \( H_k = F_k/N_2(F_k) \) be the quotient of \( F_k \) by its second commutator subgroup. If \( \mu \) is a nondegenerate probability measure on \( H_k \) with finite first moment, then \( h(H_k, \mu) > 0 \).

**Proof.** Let \( z_1, \ldots, z_k \) be the standard generators of \( \mathbb{Z}^k \) and define \( f_0 \in F_0(\mathbb{Z}^k, \mathbb{Z}_2) \) by

\[
f_0(y) = \begin{cases} 
1, & \text{if } y = 0 \\
0, & \text{if } y \notin \mathbb{Z}^k \setminus \{0\}. 
\end{cases}
\]

It is easily seen that \( z_1, \ldots, z_k, f_0 \) form a set of \( k + 1 \) generators of \( G_k \). Let \( x_1, \ldots, x_k \) be the generators of \( F_k \) and let \( y_1, \ldots, y_k \) be their images in \( H_k = F_k/N_2(F_k) \) by the
quotient map. Note that there is a unique homomorphismus \( \phi \) from \( F_k \) onto a subgroup \( G'_k \) of \( G_k \) such that
\[
\phi(x_1) = f_0 z_1 \quad \text{and} \quad \phi(x_i) = z_i, \quad 2 \leq i \leq k.
\]
Observe that for \( i = 2, \ldots, k \) we have
\[
(f_0 z_1)(f_0 z_1)^{-1} z_i^{-1} = f_0 z_1 f_0^{-1} z_i^{-1} = f_0 - T_i(f_0) \neq 0,
\]
where we use additive notation for the group multiplication in \( F_0(\mathbb{Z}^k, \mathbb{Z}_2) \). In particular, \( G'_k \)
is not abelian. Since the second commutator subgroup of \( G_k \) is trivial, the same holds for \( G'_k \). Therefore \( \phi \)
can be factored through \( H_k = F_k/N_2(F_k) \), i.e. there is a homomorphism \( \phi_0 \) from \( H_k \) onto \( G'_k \) such that
\[
(\phi_0(y_i)) = f_0 z_1 \quad \text{and} \quad \phi_0(y_i) = z_i, \quad 2 \leq i \leq k.
\]
Let \( | \cdot |_{H_k} \) (resp. \( | \cdot |_{G_k} \) be the length function on \( H_k \) (resp. \( G_k \)) given by the set of
generators \( \{y_1, \ldots, y_k\} \) (resp. \( \{f_0, z_1, \ldots, z_k\} \) and their inverses. Then by (24)
\[
|\phi_0(h)|_{G_k} \leq 2|h|_{H_k}, \quad h \in H_k.
\]
Therefore, since \( \mu \) has finite first moment on \( H_k \), the image \( \mu' \) of \( \mu \) on \( G_k \) given by
\( \phi_0 \) has also finite first moment. Since \( \mu \) is nondegenerate, we have \( \bigcup_{n=1}^{\infty} (\text{supp} \mu')^n = G'_k \),
which is a non-abelian subgroup of \( G_k \) as we have seen above. Moreover, the map
\( G_k \to G_k/F_0(\mathbb{Z}^k, \mathbb{Z}_2) \cong \mathbb{Z}^k \) is nondegenerate, because the image of \( f_0 z_1, z_2, \ldots, z_k \) under
the quotient map gives obviously the standard generators of \( \mathbb{Z}^k \). Hence, by Lemma 5.1, we have that \( h(G_k, \mu') > 0 \). Since \( (\mu')^n \) is the image of \( \mu^n \), the \( n \)-th convolution power of \( \mu \), by the map \( \phi_0 \), we have
\[
(\mu')^n(\phi_0(h)) = \sum_{k \in h \text{ Ker}(\phi_0)} \mu^n(k), \quad \text{for all } h \in H_k.
\]
Hence we can calculate the entropy
\[
H((\mu')^n) = - \sum_{g \in G'_k} (\mu')^n(g) \ln((\mu')^n(g))
\]
\[
= - \sum_{h \in H_k} \mu^n(h) \ln((\mu')^n(\phi_0(h)))
\]
\[
\leq - \sum_{h \in H_k} \mu^n(h) \ln \mu^n(h)
\]
\[
= H(\mu^n)
\]
since \( (\mu')^n(\phi_0(h)) = \sum_{k \in h \text{ Ker}(\phi_0)} \mu^n(k) \geq \mu^n(h) \). Thus
\[
h(H_k, \mu) \geq h(G_k, \mu') > 0. \quad \square
\]
In the next proposition we determine a class of groups, which are quotients of the free product of two finite groups, and have positive entropy with respect to a large class of probability measures on these groups.

**Theorem 5.3.** Let $G = H \ast K$ be the free product of two nontrivial finite groups $H$ and $K$ and let $N_3(G)$ be the third commutator subgroup of $G$. If $|H||K| > 6$, then every nondegenerate probability measure $\mu$ on $G' = G/N_3(G)$ with finite first moment satisfies $h(G', \mu) > 0$.

**Proof.** Let $N_1(G)$ be the first commutator subgroup of $G$. Then $N_1(G)$ is freely generated by $\{hkh^{-1}k^{-1} | h \in H \setminus \{e\}, k \in K \setminus \{e\}\}$. Hence $N_1(G) \cong F_m$ for $m = (|H| - 1)(|K| - 1)$. Since $|H||K| > 6$, we have either $|H| \geq 2$ and $|K| \geq 4)$ or ($|H| \geq 3$ and $|K| \geq 3$) or ($|H| \geq 4$ and $|K| \geq 2$). In all three cases we get $m \geq 3$. Set $G' = G/N_3(G)$. Since $N_1(G)$ has finite index in $G$ (namely index $|H||K|$), the image $G_0'$ of $N_1(G)$ under the quotient map $\pi : G \rightarrow G'$ is a subgroup of $G'$ of finite index and satisfies $G_0' \cong N_1(G)/N_3(G) \cong F_m/N_2(F_m)$. Let $\mu$ be a nondegenerate probability measure on $G'$ with finite first moment. By ([Ka1], Lemmas 2.2, 2.3, see also Lemma 5.5 below) we can find a nondegenerate probability measure $\mu_0$ on $G_0'$ with finite first moment, such that the Poisson boundaries $\Gamma(G', \mu)$ and $\Gamma(G_0', \mu_0)$ are isomorphic. Since $H_0(\mu)$, $H(\mu_0) < \infty$ (both measures have finite first moment), we have in particular ([KV], Theorem 1.1)

$$h(G', \mu) > 0 \text{ iff } h(G_0', \mu_0) > 0.$$ 

But by Lemma 5.2 we know that $h(G_0', \mu_0) > 0$. Thus the proof is complete. $\square$

In the following lemmas and propositions we treat the case when $|H||K| = 6$. By symmetry we may assume $|H| = 2$ and $|K| = 3$.

**Lemma 5.4.** Let $F_2$ be the free group on two generators and let $H_2 = F_2/N_2(F_2)$ be the quotient of $F_2$ by its second commutator subgroup. If $\mu$ is a symmetric probability measure on $H_2$ with finite second moment, then $h(H_2, \mu) = 0$.

**Proof.** Let $N_1(F_2)$ denote the first commutator subgroup of $F_2$. Since $N_1(F_2) \supseteq N_2(F_2)$, we have a surjective homomorphism $\rho : H_2 \rightarrow F_2/N_1(F_2) = \mathbb{Z}^2$. Moreover, $\text{Ker}(\rho) = N_1(F_2)/N_2(F_2)$ is abelian. Let $x_1, x_2$ be the generators of $F_2$ and let $y_1, y_2$ be the generators of $H_2$ obtained as the images of $x_1, x_2$ by the quotient map $F_2 \rightarrow H_2$. Furthermore, let $z_1, z_2$ denote the generators of $\mathbb{Z}^2$. Then clearly $\rho(y_i) = z_i, i = 1, 2$. Thus, if $| \cdot |_{H_2}$ (resp. $| \cdot |_{\mathbb{Z}^2}$) denote the length function on $H_2$ (resp. $\mathbb{Z}^2$) associated to the generators $\{y_1, y_2\}$ (resp. $\{z_1, z_2\}$) and their inverses, then

$$|\rho(h)|_{\mathbb{Z}^2} \leq |h|_{H_2}. $$

Hence, if $\mu$ is a symmetric probability measure on $H_2$ with finite second moment, then the image $\mu'$ of $\mu$ under $\rho$ is a symmetric probability measure on $\mathbb{Z}^2$ with finite second moment and zero mean displacement since $\mu'$ is symmetric. Thus $\mu'$ is recurrent (see for instance [Sp], Theorem 8.1 or [Wo], Theorem 4.4) and hence the subgroup $\text{Ker}(\rho)$ is a recurrent subgroup for $\mu$. By ([Ka], Lemma 2.2) there is then a probability measure $\mu_0$ on $\text{Ker}(\rho)$ which has the same Poisson boundary as $\mu$, i.e. $\Gamma(H_2, \mu) \cong \Gamma(\text{Ker}(\rho), \mu_0)$. But since $\text{Ker}(\rho)$ is an abelian group, its Poisson boundary is trivial by the classical Choquet-Deny theorem.
and hence $\Gamma(H_2, \mu)$ is trivial, which implies that $h(H_2, \mu) = 0$ ([KV], Theorem 1.1, note that $H(\mu) < \infty$ since $\mu$ has finite second moment).

We will need the following extension of ([Ka1], Lemma 2.3):

**Lemma 5.5.** Let $G$ be a finitely generated group and let $G_0$ be a normal subgroup of $G$ with finite index. Then $G_0$ is finitely generated. Moreover, if $\mu$ is a probability measure on $G$ with finite $p$-th moment ($p \in \mathbb{R}^+$) and $\mu_0$ is the measure on $G_0$ defined as the distribution of the point where the $\mu$-random walk starting at $e$ returns to $G_0$ for the first time, then $\mu_0$ has also finite $p$-th moment.

**Proof.** By ([Ka1], Lemma 2.1), $G_0$ is finitely generated. For $n \in \mathbb{N}$, let $\theta_n$ be the probability that the $\mu$-random walk on $G$ starting at $e$ returns to $G_0$ after exactly $n$ steps. Denote $\bar{\mu}$ be the image of $\mu$ on the quotient group $A = G/G_0$. Then $\theta_n$ is the probability that the $\bar{\mu}$-random walk starting at $e_A$ returns to $e_A$ after precisely $n$ steps. Since $|G/G_0| < \infty$, $\bar{\mu}$ is recurrent, i.e.

\[
\sum_{n=1}^{\infty} \theta_n = 1.
\]

Moreover, from the theory of Markov chains on finite sets it follows (see Appendix), that the probability distribution on $\mathbb{N}$ given by $(\theta_n)_{n=1}^{\infty}$ has finite $q$-th moment for any $q \in \mathbb{R}^+$, i.e.

\[
\sum_{n=1}^{\infty} n^q \theta_n < \infty \quad \text{for all } q \in \mathbb{R}^+.
\]

Let $| \cdot |$ and $| \cdot |_0$ be the length functions on $G$ resp. $G_0$ based on given symmetric finite sets of generators of $G$ resp. $G_0$. Then by the proof of ([Ka1], Lemma 2.1) there are positive constants $c$ and $d$ such that

\[
c|h| \leq |h|_0 \leq d|h|, \quad h \in G_0.
\]

For $h \in G_0$ denote by $\mu_0(h, n)$ the probability that the $\mu$-random walk starting at $e$ returns to $G_0$ for the first time at $h \in G_0$ and that this happens after precisely $n$ steps. Then

\[
\sum_{n=1}^{\infty} \mu_0(h, n) = \mu_0(h) \quad \text{and} \quad \sum_{h \in G_0} \mu_0(h, n) = \theta_n.
\]

Using (27) we have

\[
\sum_{h \in G_0} |h|_0^p \mu_0(h) \leq d^p \sum_{n=1}^{\infty} \left( \sum_{h \in G_0} |h|_0^p \mu_0(h, n) \right)
\]

Let $\pi : G \rightarrow G/G_0 = A$ be the quotient map. For each $a \in A$, let $H_a$ be the corresponding $G_0$-coset in $G_0$, i.e. $H_a = \pi^{-1}(a)$. Since $\mu$ has finite $p$-th moment and since $A$ is finite, there is a constant $c_p > 0$, such that

\[
\sum_{g \in H_a} |g|^p \mu(g) \leq c_p \sum_{g \in H_a} \mu(g)
\]
for all \( a \in A \). Next set
\[
P_n = \{ \tilde{g} = (g_1, \ldots, g_n) \in G^n \mid g_1 g_2 \cdot \ldots \cdot g_i \notin G_0 \text{ for } i = 1, \ldots, n-1 \\
\text{ and } g_1 g_2 \cdot \ldots \cdot g_n \in G_0 \}
\]
and
\[
Q_n = \{ \tilde{a} = (a_1, \ldots, a_n) \in A^n \mid a_1 a_2 \cdot \ldots \cdot a_i \notin A \text{ for } i = 1, \ldots, n-1 \\
\text{ and } a_1 a_2 \cdot \ldots \cdot a_n = e_A \}.
\]
Then we have clearly
\[
P_n = \{ \tilde{g} = (g_1, \ldots, g_n) \in G^n \mid (\pi(g_1), \ldots, \pi(g_n)) \in Q_n \}.
\]
Observe that
\[
\theta_n = \sum_{h \in G_0} \mu_0(h, n) = \sum_{g \in P_n} \mu(g_1) \cdot \ldots \cdot \mu(g_n)
\]
and
\[
\sum_{h \in G_0} |h|^p \mu_0(h, n) = \sum_{\tilde{g} \in P_n} |g_1| \cdot \ldots \cdot |g_n|^p \mu(g_1) \cdot \ldots \cdot \mu(g_n)
\]
\[
\leq \sum_{g \in P_n} (|g_1| + \ldots + |g_n|)^p \mu(g_1) \cdot \ldots \cdot \mu(g_n)
\]
Assume first that \( p \geq 1 \). Then
\[
(|g_1| + \ldots + |g_n|)^p \leq n^{p-1} (|g_1|^p + \ldots + |g_n|^p).
\]
Moreover, by (29) and (30) we have for any fixed \( i \) that
\[
\sum_{g \in P_n} |g_i|^p \mu(g_1) \cdot \ldots \cdot \mu(g_n) = \sum_{\tilde{a} \in Q_n} \left( \sum_{g_i \in H_{a_i}} |g_i|^p \mu(g_i) \right) \prod_{j \neq i} \left( \sum_{g_j \in H_{a_j}} \mu(g_j) \right)
\]
\[
\leq c_p \sum_{\tilde{a} \in Q_n} \left( \sum_{\tilde{g} = (g_1, \ldots, g_n), g_j \in H_{a_j}} \mu(g_1) \cdot \ldots \cdot \mu(g_n) \right)
\]
\[
= c_p \sum_{\tilde{g} \in P_n} \mu(g_1) \cdot \ldots \cdot \mu(g_n)
\]
Hence, we get from (31), (32) and (33)
\[
\sum_{h \in G_0} |h|^p \mu_0(h, n) \leq c_p n^p \theta_n,
\]
so that by (28) and (26)
\[
\sum_{h \in G_0} |h|^p \mu_0(h) \leq c_p d^p \sum_{n=1}^{\infty} n^p \theta_n < \infty.
\]
Hence \( \mu_0 \) has finite \( p \)-th moment on \( G_0 \).
If 0 < p < 1, we must replace (33) by
\[(\|g_1 + \ldots + g_n\|^p \leq \|g_1\|^p + \ldots \|g_n\|^p),\]
which gives as above
\[
\sum_{h \in G_0} |h|^p \mu_0(h) \leq c_p d^p \sum_{n=1}^{\infty} n \theta_n < \infty.
\]
This completes the proof of the lemma. \(\square\)

Note that if \(\mu\) is symmetric, then \(\mu_0\) is automatically symmetric too.

We can now determine the ergodicity behaviour of some classes of random walks on
certain amenable quotients of \(PSL(2, \mathbb{Z})\).

**THEOREM 5.6.** - Let \(G = PSL(2, \mathbb{Z}) = \mathbb{Z}_2 * \mathbb{Z}_3\). Then for every symmetric measure \(\mu\) on \(G' = G/N_3(G)\) with finite second moment one has that \(h(G', \mu) = 0\).

**Proof.** - The first commutator subgroup \(N_1(G)\) of \(G\) is isomorphic to \(F_2\). Let \(G_0'\) be the image of \(N_1(G)\) in \(G'\) under the quotient map \(G \rightarrow G'\). Then \(G_0'\) has finite index in \(G'\) (namely 6) and \(G_0' \cong N_1(G)/N_3(G) \cong F_2/N_2(F_2)\).

Let \(\mu_0\) be the symmetric measure on \(G_0'\) associated to \(\mu\) as in ([Kal, Lemma 2.2]). By Lemma 5.5, we know that \(\mu_0\) has finite second moment, and hence we get by Lemma 5.4 that \(h(G_0', \mu_0) = 0\) and thus also \(h(G', \mu) = 0\) again by ([Kal, Lemma 2.2]). \(\square\)

**THEOREM 5.7.** - Let \(G = PSL(2, \mathbb{Z}) = \mathbb{Z}_2 * \mathbb{Z}_3\). Then for every nondegenerate probability measure \(\mu\) on \(G'' = G/N_4(G)\) with finite first moment, one has that \(h(G'', \mu) > 0\).

**Proof.** - Let \(G_0''\) be the image of \(N_1(G)\) under the quotient map \(G \rightarrow G''\). Then \(G_0''\) has finite index in \(G''\) and \(G_0'' \cong N_1(G)/N_4(G) \cong F_2/N_3(F_2)\). Let \(H = \mathbb{T}_2 * \mathbb{T}_3/N_3(\mathbb{T}_3 * \mathbb{T}_3)\). Since \(H\) is generated by two elements, there is a surjective homomorphism from \(F_2\) to \(H\) and since \(H\) has trivial third commutator subgroup, this homomorphism factors through \(N_3(F_2)\). Hence, there is a surjective homomorphism \(\rho : G_0'' \rightarrow H\). Let \(\mu\) now be a nondegenerate probability measure on \(G''\) with finite first moment and let \(\mu_0\) be the corresponding probability measure on \(G_0''\) as in ([Kal, Lemma 2.2], see also Lemma 5.5). Then \(\mu_0\) is still nondegenerate and has also finite first moment ([Kal] or Lemma 5.5). If \(|\cdot|_{G_0''}\) denotes the length function on \(G_0''\) associated to a given finite symmetric set of generators \(S\) and \(|\cdot|_H\) is the length function on \(H\) associated to the set of generators \(\rho(S)\), then we have clearly
\[
|\rho(g)|_H \leq |g|_{G_0''} \quad \text{for } g \in G_0''.
\]
Therefore, the image \(\bar{\mu}_0\) of \(\mu_0\) by \(\rho\) is a nondegenerate probability measure on \(H\) with finite first moment and hence Theorem 5.3 implies that \(h(H, \bar{\mu}_0) > 0\). However, as in the proof of Lemma 5.2, one has that \(h(G_0'', \mu_0) \geq h(H, \bar{\mu}_0)\). Hence \(h(G_0'', \mu_0) > 0\), which implies that \(h(G'', \mu) > 0\) (again by [Kal, Lemma 2.2]). \(\square\)
The following proposition shows that the groups studied in Theorems 5.3 and 5.6 have exponential growth.

**Proposition 5.8.** Let $H$ and $K$ be two nontrivial finite groups such that $|H||K| \geq 6$ (i.e. $H$ and $K$ are not both equal to $\mathbb{Z}_2$) and set $G = H \ast K$. Then the quotient group $G' = G/N_3(G)$ of $G$ by its third commutator subgroup has exponential growth.

**Proof.** Note first that $N_1(G)$ is isomorphic to the free group $F_l$ on $l = (|H| - 1)(|K| - 1)$ generators and that $l \geq 2$. Hence the subgroup $G'_0 = N_1(G)/N_3(G)$ of $G'$ is isomorphic to $F_{l}/N_{2}(F_l)$. By [KV, 6.1], the group $G_{k} = F_{l}(\mathbb{Z}^{k},\mathbb{Z}_2) \rtimes \mathbb{Z}^{k}$ has exponential growth for all $k \geq 1$. Set $k = l - 1 \geq 1$. Then with the notation of the proof of Lemma 5.2, we have that $z_1, \ldots, z_{k}$, $f_0$ is a set of $l = k + 1$ generators for $G_k$. Hence there is a surjective homomorphism $\psi : F_l \rightarrow G_k$, which factors through $F_{l}/N_{2}(F_l)$ since the second commutator subgroup of $G_k$ is trivial. Note that $F_{l}/N_{2}(F_l)$ is isomorphic to $G'_0$. Hence $G_k$ is a quotient of $G'_0$, and thus the fact that $G_k$ has exponential growth implies that $G'_0$ has exponential growth. Since $G'_0$ is a subgroup of $G'$, we are done. □

**Remark 5.9.** Let $G = H \ast K$ be as in the Proposition 5.8. Then the group $G/N_2(G)$ has polynomial growth because $N_1(G)/N_2(G)$ is a normal subgroup of $G/N_2(G)$ with finite index. But this subgroup has polynomial growth since $N_1(G)/N_2(G) \cong F_l/N_1(F_l) \cong \mathbb{Z}^l$ for $l = (|H| - 1)(|K| - 1)$ as above.

Let us also point out that the groups $G/N_k(G)$ which we have studied in the above propositions are all amenable since they are solvable.

### 6. Examples

We construct explicitly various new examples of finite and infinite depth subfactors of the hyperfinite II$_1$ factor $R$ with finite Jones index using the group type inclusions studied in chapter 4. In particular, we obtain the first examples of irreducible amenable subfactors of $R$, which are not strongly amenable, thus solving Problem 5.4.2 in [Po4]. The "smallest" of our examples appear already in index 6. Furthermore, we construct (strongly) amenable, irreducible subfactors of $R$ whose principal graphs have subexponential (or polynomial) and/or exponential growth and compute some of these principal graphs.

Since every group $G = \mathbb{Z}_2 \ast \mathbb{Z}_3/\sim$ (i.e. a quotient of $PSL(2,\mathbb{Z})$) produces an irreducible group type inclusion $R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_3$, we get a large variety of distinct irreducible index 6 inclusions, whose principal graphs can be (in principle) determined explicitly according to our results in section 4. However, since these principal graphs will be rather big in size, it will be difficult to list them all graphically. In particular, a complete list of principal graphs as in [Ha] seems out of reach for indices $\geq 6$.

Note that the "smallest" group type inclusions are obtained as $R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_2$, which produces strongly amenable, irreducible index 4 inclusions with principal graphs $D_n^1$ (in the case $G = \langle a, b | a^2 = b^2 = (ab)^{n-2} = 1 \rangle$, the dihedral groups) and $D_\infty$ (case $G = \langle a, b | a^2 = b^2 = 1 \rangle$, the infinite dihedral group) (see [GHJ], [Po4]).
The next "bigger" group type inclusions are of the form $R^{2^2} \subset R \rtimes \mathbb{Z}_3$, coming from an outer action of $G = \langle \mathbb{Z}_2, \mathbb{Z}_3 \rangle$, a quotient of $PSL(2, \mathbb{Z})$, on the hyperfinite $II_1$ factor $R$. Various such quotients are discussed in detail below.

We recall for the convenience of the reader the various notions of growth for the principal graphs $(\Gamma, \Gamma')$ of a group type inclusion $N = R^H \subset M = R \rtimes K$. To this end let $k_n$ be the number of simple summands of the higher relative commutant $N/\mathbb{F}^{2n-1}$ and recall that the standard eigenvectors associated to $(\rho, \rho')$ are bounded (see considerations before Lemma 4.11). We say that $\Gamma$ has polynomial growth if $k_n \sim o(n^r)$, some $r \geq 1$, or equivalently if $k_n \leq cn^r$, for some $c \in \mathbb{R}^+$ and some $r \geq 1$. If $r = 1$, then $\Gamma$ has linear growth. $\Gamma$ has subexponential growth (see [KV, Definition 1.2] or [Po4, 5.3.8]) if $\lim_{n \to \infty} k_n^{1/n} = 1$ and exponential growth if this limit is $> 1$.

Let us now give the announced examples of (strongly) amenable irreducible subfactors of $R$.

**Examples 6.1.** - (irreducible, amenable subfactors of $R$, which are not strongly amenable and whose principal graphs have exponential growth).

Consider the amenable group $G = \mathbb{Z}_2 * \mathbb{Z}_3 / N_4(\mathbb{Z}_2 * \mathbb{Z}_3)$ and let it act properly outerly on the hyperfinite $II_1$ factor $R$. The index 6 group type inclusion $R^{2^2} \subset R \rtimes \mathbb{Z}_3$ is irreducible (Corollary 4.1), amenable (Theorem 4.9), but not strongly amenable by Theorem 5.7 and Theorem 4.13. In particular the principal graph $\Gamma$ has exponential growth by [Po4]. The fact that $\Gamma$ has exponential growth can also be obtained in the following way: the group $\mathbb{Z}_2 * \mathbb{Z}_3 / N_3(\mathbb{Z}_2 * \mathbb{Z}_3)$ is a quotient of $G$, and since this quotient has exponential growth by Proposition 5.8, $G$ itself must have exponential growth. Hence by Proposition 4.2 and the considerations after Proposition 4.2, the graph $\Gamma$ has exponential growth.

More examples are obtained in the following way: let $G = H * K / N_3(H * K)$ with nontrivial finite groups $H$ and $K$, $|H||K| > 6$. Since $G$ is amenable (solvable), $R^H \subset R \rtimes K$ is an amenable inclusion (Theorem 4.9), but not strongly amenable by Theorem 5.3 and Theorem 4.13. For instance $G = \mathbb{Z}_2 * \mathbb{Z}_4 / N_3(\mathbb{Z}_2 * \mathbb{Z}_3)$ resp. $G = \mathbb{Z}_3 * \mathbb{Z}_3 / N_3(\mathbb{Z}_3 * \mathbb{Z}_3)$ give amenable, but not strongly amenable inclusions with Jones index 8 resp. 9. In this way we get countably many irreducible, amenable subfactors of $R$, which are not strongly amenable and whose principal graphs have exponential growth by Propositions 5.8 and 4.2.

**Example 6.2.** - (irreducible strongly amenable subfactor of $R$, whose principal graph has exponential growth).

Consider the amenable group $G = \mathbb{Z}_2 * \mathbb{Z}_3 / N_3(\mathbb{Z}_2 * \mathbb{Z}_3)$ and the associated irreducible, index 6 group type inclusion $R^{2^2} \subset R \rtimes \mathbb{Z}_3$. Note that this inclusion is strongly amenable by Theorem 4.13, using Theorem 5.6 and Lemma 4.12. The principal graphs have exponential growth by Propositions 5.8 and 4.2 (see also considerations after Proposition 4.2).

**Example 6.3.** - (irreducible strongly amenable infinite depth subfactor of $R$ whose principal graphs have polynomial growth).

Let $H$ and $K$ be finite groups and set $G = H * K / N_3(H * K)$. By remark 5.9, $G$ is infinite and has polynomial growth. Hence the associated index $|H||K|$-inclusion $R^H \subset R \rtimes K$ has infinite depth, and its principal graphs have polynomial growth, so in particular the
inclusion is strongly amenable. In example 6.5 we will compute the principal graphs $\Gamma$ and $\Gamma'$ in the special case $G = \mathbb{Z}_2 \ast \mathbb{Z}_3/N_2(\mathbb{Z}_2 \ast \mathbb{Z}_3)$.

Next we will work out the principal graphs of group type inclusions associated to some special quotients of $PSL(2, \mathbb{Z})$. Consider the polyhedral groups

$$G_{l,m,n} = \langle a, b \mid a^l = b^m = (ab)^n = 1 \rangle$$

(see [Bu, p. 408], [CM, Chapter 6.4]). It is shown in ([CM, Chapters 4.3, 4.4 and 5.3]) that these groups are finite iff the number $k = lmn \left(\frac{1}{l} + \frac{1}{m} + \frac{1}{n} - 1\right)$ is a positive number, which happens for instance in the cases $(l, m, n) \in \{(2, 2, n), (2, 3, 3), (2, 3, 4), (2, 3, 5), n \in \mathbb{N}\}$. Observe that $G_{2,2,n}$ are the dihedral groups. The groups $G_{l,m,n}$ with $2 \leq l \leq m \leq n, \frac{1}{l} + \frac{1}{m} + \frac{1}{n} < 1$ are Fuchsian groups and usually called the $(l, m, n)$-triangle groups. They have nice geometrical presentations in terms of rotations of hyperbolic triangles with angles $\frac{\pi}{l}$, $\frac{\pi}{m}$ [K] and have been studied extensively in the literature (see for instance [M], [R] and references there).

Examples 6.4. – (irreducible finite depth subfactors of $R$ based on the groups $G_{2,3,n}$, $2 \leq n \leq 5$).

We determine the principal graphs $\Gamma$ and $\Gamma'$ of the group type inclusions $R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_3$ corresponding to the finite groups $G_{2,3,2}$, $G_{2,3,3}$, $G_{2,3,4}$ and $G_{2,3,5}$. Observe that $G_{2,3,1} = \{1\}$.

a) Let $G = G_{2,3,2} = \langle a, b \mid a^2 = b^3 = (ab)^2 = 1 \rangle$ and let $H = \{e, a\}$ and $K = \{e, b, b^2\}$. Then $G \cong S_3$ via $a \rightarrow (12)$ and $b \rightarrow (123)$. Moreover $H \cap K = \{e\}$ and $G = HK$, so the associated inclusion $R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_3$ is irreducible and has depth 2, because $\Gamma_{\text{odd}}$ consists of only one vertex by Proposition 4.2 ii). Hence the inclusion is isomorphic to $R \subset R \rtimes L$ for some Kac algebra $L$ of dimension 6 (see for instance [Sz]). Since Kac algebras of dimension less than 8 come from either groups or group duals, the inclusion must be isomorphic to one of the inclusions $R \subset R \rtimes S_3$ or $R \rtimes S_3 \subset R$.

We compute next $\Gamma_{\text{even}}$ and $\Gamma'_{\text{even}}$. The $H \rtimes H$ cosets of $G$ are $\{e, a\}$ and $\{b, b^2, ab, ab^2\}$. By Proposition 4.2 we have

$$\alpha \bar{\alpha} = \alpha a \bar{a}, \quad \alpha b \bar{\alpha} = \alpha b^2 \bar{a} = \alpha ab \bar{a} = \alpha ab^2 \bar{a}.$$

Moreover

$$\langle \alpha \bar{\alpha}, \alpha \bar{\alpha} \rangle = m_{e,e}^H = 2, \quad \langle \alpha b \bar{\alpha}, \alpha b \bar{\alpha} \rangle = m_{b,b}^H = 1.$$

Hence $\alpha b \bar{\alpha}$ is irreducible and $\alpha \bar{\alpha}$ is the sum of two inequivalent bimodules (if $\alpha \bar{\alpha}$ contained two equivalent bimodules, then $\langle \alpha \bar{\alpha}, \alpha \bar{\alpha} \rangle$ would be at least 4). In fact, the components of $\alpha \bar{\alpha}$ can be identified with the elements of the dual group $\hat{\mathbb{Z}}_2 = \{1, a'\}$. Hence by the considerations after Proposition 4.2, we get that

$$\Gamma_{\text{even}} = \{1, a', \alpha b \bar{\alpha}\}.$$
and since \( \alpha \beta (\alpha \beta) = \alpha (1 + b + b^2) \alpha = 1 + a' + 2ab\alpha \), the graph \( \Gamma \) is given by
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Fig. 1

The \( K \times K \) cosets of \( G \) are \( \{1, b, b^2\} \) and \( \{a, ab, ab^2\} \). Hence the vertices of \( \Gamma'_{even} \) consist of the irreducible bimodules contained in \( \beta \beta \) and \( \beta a \beta \). Since the numbers

\[ (\beta \beta, \beta \beta) = m^K_{e,e} = 3, \quad (\beta a \beta, \beta a \beta) = m^K_{a,a} = 3 \]

are strictly less than 4, neither \( \beta \beta \) nor \( \beta a \beta \) can contain two equivalent irreducible bimodules. Thus \( \beta \beta \) and \( \beta a \beta \) each split into three inequivalent irreducible bimodules, which in the case of \( \beta \beta \) can be identified with the elements of the dual group \( \mathbb{Z}_3 = \{1, b, (b')^2\} \), i.e.

\[ \beta \beta = 1 + b' + (b')^2, \quad \beta a \beta = (\beta a \beta)_1 + (\beta a \beta)_2 + (\beta a \beta)_3. \]

Therefore

\[ \Gamma'_{even} = \{1, b', (b')^2, (\beta a \beta)_1, (\beta a \beta)_2, (\beta a \beta)_3\}. \]

Since

\[ (\alpha \beta) \alpha \beta = \beta (1 + a) \beta = 1 + b' + (b')^2 + (\beta a \beta)_1 + (\beta a \beta)_2 + (\beta a \beta)_3, \]

we get that \( \Gamma' \) is given by

![Graph](image)

Fig. 2

It follows from the form of \( \Gamma \) and \( \Gamma' \) that \( R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_3 \) is isomorphic to the crossed product of \( R \) by the dual of a non-commutative group of order 6. Hence the inclusion must be isomorphic to \( R^{\mathbb{Z}_3} \subset R \).

b) Let \( G = G_{2,3,3} = \{a, b | a^2 = b^3 = (ab)^3 = 1\} \). Then \( G \cong A_4 \), the alternating group, via the isomorphism \( a \rightarrow (12)(34) \) (a product of two transpositions) and \( b \rightarrow (234) \) (a cyclic permutation of order 3). One checks that \( G = \{1, a, b, b^2, ab, ba, b^2a, ab^2, bab, bab^2, b^2ab^2\} \) and \( b^2ab^2 = aba \). We compute the principal graphs \( (\Gamma, \Gamma'_{even}) \) of the associated group type inclusion \( R^{\mathbb{Z}_2} \subset R \rtimes \mathbb{Z}_3 \), i.e. the group generated by \( \mathbb{Z}_2 \) and \( \mathbb{Z}_3 \) in \( \text{Out}R \) is just \( G \). The first step consists of computing the
vertices of $\Gamma$ (resp. $\Gamma'$). According to Proposition 4.2 we need to calculate the double cosets $H \backslash G / H$, $H \backslash G / K$ and $K \backslash G / K$ with $H = \mathbb{Z}_2$ and $K = \mathbb{Z}_3$. We compute first $H \backslash G / H$. We have that $H \cdot 1 \cdot H = \{1, a\}$, $HbH = \{b, ab, ba, aba\}$, $Hb^2H = \{b^2, ab^2, b^2a, ab^2a = bab\}$ and $Hbab^2H = \{bab^2, abab^2 = b^2ab, bab^2a = bab^2\}$, which determines $H \backslash G / H$. Applying Proposition 4.2 and using the notation of chapter 4 we obtain that $\alpha \bar{\alpha}$, $\alpha b^2 \bar{\alpha}$ and $\alpha bab^2 \bar{\alpha}$ are all the distinct $R^2 - R$ bimodules appearing in $(\rho \bar{\rho})^n$, $n \in \mathbb{N}$, which are of the form $\alpha g \bar{\alpha}$, $g \in G$. To calculate $\Gamma_{\text{even}}$, we need to decompose these bimodules into irreducibles, i.e. we need to calculate the dimension of certain intertwiner spaces, which is done using Frobenius reciprocity (Proposition 2.2):

\[
\begin{align*}
\langle \alpha \bar{\alpha}, \alpha \bar{\alpha} \rangle &= \langle \bar{\alpha} \alpha, \alpha \bar{\alpha} \rangle = (1 + a, 1 + a) = 2, \\
\langle \alpha b \bar{\alpha}, \alpha b \bar{\alpha} \rangle &= \langle b, \alpha (ab \bar{\alpha}) \rangle = \langle b, (1 + a)b(1 + b + b^2) \rangle = (b, b) = (b, b + ba + ba + ab) = 1, \\
\langle \alpha b^2 \bar{\alpha}, \alpha b^2 \bar{\alpha} \rangle &= \langle b^2, b^2 + ab^2 + b^2a + bab \rangle = (b^2, b^2) = 1, \\
\langle \alpha bab^2 \bar{\alpha}, \alpha bab^2 \bar{\alpha} \rangle &= \langle bab^2, bab^2 + b^2ab + b^2ab + bab^2 \rangle = 2.
\end{align*}
\]

Note that we have in general that $\alpha g \bar{\alpha}$ is irreducible iff the double coset $HgH$ has maximal cardinality (namely $|H|^2$). If we denote the dual group of $\mathbb{Z}_2$ by $\hat{\mathbb{Z}}_2 = \{1, a'\}$, then $\alpha \bar{\alpha} = 1 + a'$, $\alpha bab^2 \bar{\alpha} = b_1 + b_2$ decomposes into two inequivalent irreducible bimodules $b_1$, $b_2$ (argue as in $a$)) and hence

$$
\Gamma_{\text{even}} = \{1, a', \alpha b \bar{\alpha}, \alpha b^2 \bar{\alpha}, b_1, b_2\}.
$$

Next we compute $H \backslash G / K$. We have that all $H-K$ double cosets of $G$ are given by $H \cdot 1 \cdot K = \{1, a, b, ab, b^2, ab^2\}$, $HbaK = \{ba, aba, bab, (ab)^2 = b^2a, bab^2, abab^2 = b^2ab\}$. Hence $\alpha \beta$ and $\alpha ba \beta$ are all the distinct $R^2 - R \times \mathbb{Z}_3$ bimodules appearing in $(\rho \bar{\rho})^n\rho$, $n \in \mathbb{N}$, which are of the form $\alpha g \beta$, $g \in G$ (Proposition 4.2). A computation as above (or again maximality of the cardinality of the double cosets) shows that these two bimodules are irreducible and thus

$$
\Gamma_{\text{odd}} = \{\alpha \beta, \alpha ba \beta\}.
$$

In the second step we compute the edges of $\Gamma$ according to (8). First we calculate the edges of $\gamma \in \Gamma_{\text{even}}$ to $\alpha \beta \in \Gamma_{\text{odd}}$ (recall that $\rho = \alpha \beta$ in (8)). Then

\[
\begin{align*}
\langle 1 \cdot \alpha \beta, \alpha \beta \rangle &= 1, \\
\langle \alpha \bar{\alpha} \alpha \beta, \alpha \beta \rangle &= \langle \bar{\alpha} \alpha, \alpha \bar{\alpha} \beta \rangle = (1 + a, (1 + a)(1 + b + b^2)) = 2, \\
\langle \alpha b \alpha \beta, \alpha \beta \rangle &= \langle b(1 + a), (1 + a)(1 + b + b^2) \rangle = (b + ba, 1 + a + b + ab + b^2 + ab^2) = 1
\end{align*}
\]

and similarly $\langle \alpha b^2 \bar{\alpha} \alpha \beta, \alpha \beta \rangle = 1$. Note that the first two identities imply that

$$
\langle a' \alpha \beta, \alpha \beta \rangle = 1.
$$

Finally one has

$$
\langle \alpha bab^2 \bar{\alpha} \alpha \beta, \alpha \beta \rangle = \langle bab^2(1 + a), (1 + a)(1 + b + b^2) \rangle = 0.
$$
Hence we have precisely one single edge from 1, $\alpha$, $\alpha \beta$ and $\alpha \beta^2 \bar{\alpha}$ to $\alpha \beta$ and no edges from $b_1$ or $b_2$ to $\alpha \beta$. Next we compute the edges from $\gamma \in \Gamma_{\text{even}}$ to $\alpha \beta \bar{\alpha}$. Let $g = (1 + a)ba(1 + b + b^2) = ba + aba + bab + b^2a + bab^2 + b^2ab$, then

$$\langle \alpha \beta \bar{\alpha} \beta, \alpha \beta \bar{\alpha} \rangle = \langle \bar{\alpha}, \bar{\alpha} \alpha \beta \bar{\alpha} \rangle = \langle 1 + a, (1 + a)ba(1 + b + b^2) \rangle$$

$$= (1 + a, g) = 0,$$

$$\langle ab \alpha \beta \bar{\alpha}, \alpha \beta \bar{\alpha} \rangle = \langle b + ba, g \rangle = 1,$$

$$\langle ab^2 \alpha \beta \bar{\alpha}, \alpha \beta \bar{\alpha} \rangle = \langle b^2 + b^2a, g \rangle = 1,$$

$$\langle abab^2 \alpha \beta \bar{\alpha}, \alpha \beta \bar{\alpha} \rangle = \langle bab^2 + b^2ab, g \rangle = 2.$$

Hence, since $\Gamma$ is connected, we have precisely one single edge from $\alpha \beta \bar{\alpha}$, $\alpha \beta^2 \bar{\alpha}$, $b_1$ and $b_2$ to $\alpha \beta \bar{\alpha}$ and no edges from $1$ or $\alpha'$ to $\alpha \beta \bar{\alpha}$. Thus $\Gamma$ is given by the following graph
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Fig. 3

Next we compute the principal graph $\Gamma'$. Since $\Gamma'_{\text{odd}} = \bar{\Gamma''_{\text{odd}}}$, where $\bar{\cdot}$ denotes the contragredient map, we get that

$$\Gamma'_{\text{odd}} = \{\bar{\beta} \bar{\alpha}, \bar{\beta} (ba)^{-1} \bar{\alpha} \} = \{\bar{\beta} \bar{\alpha}, \bar{\beta} ab^2 \bar{\alpha} \}.$$

To obtain the even vertices of $\Gamma'$ we need to compute first $K \backslash G / \bar{K}$. These double cosets are given as $K \cdot 1 \cdot K = \{1, b, b^2\}$ and $K \bar{a} K = \{a, ba, b^2a, ab, bab, b^2ab, ab^2, bab^2, b^2ab^2\}$. Hence $\bar{\beta} \beta$ and $\bar{\beta} \alpha \beta$ are the distinct $R \times \mathbb{Z}_3 - R \times \mathbb{Z}_3$ bimodules appearing in $\bar{\rho}^n$, $n \in \mathbb{N}$, which are of the form $\beta g \beta$, $g \in G$. We check irreducibility: denote by $\mathbb{Z}_3 = \{1, b', (b')^2\}$ the dual group of $\mathbb{Z}_3$, then $\bar{\beta} \beta = 1 + b' + (b')^2$. Since $\langle \bar{\beta} \alpha \beta, \bar{\beta} \alpha \beta \rangle = \langle a, (1 + b + b^2)(1 + b + b^2) \rangle = 1$, we have

$$\Gamma'_{\text{even}} = \{1, b', (b')^2, \bar{\beta} \alpha \beta \}.$$

Next we compute the edges of $\Gamma'$ according to (9). First we calculate the edges of $\gamma \in \Gamma'_{\text{even}}$ to $\bar{\beta} \alpha \beta$. We have that

$$\langle \bar{\beta} \bar{\beta} \bar{\alpha}, \bar{\beta} \bar{\alpha} \rangle = \langle \bar{\beta} \beta, \beta \beta \bar{\alpha} \rangle = \langle 1 + b + b^2, (1 + b + b^2)(1 + a) \rangle = 3,$$

$$\langle \bar{\beta} \alpha \beta \bar{\alpha}, \bar{\beta} \bar{\alpha} \rangle = \langle a(1 + b + b^2), (1 + b + b^2)(1 + a) \rangle = 1.$$ 

Hence we have precisely one single edge from $\beta \beta \bar{\alpha}$ to $\bar{\beta} \bar{\alpha}$ and three edges from $\bar{\beta} \beta$ to $\bar{\beta} \bar{\alpha}$. Now we compute the edges from the even vertices of $\Gamma'$ to $\bar{\beta}ab^2 \bar{\alpha}$. We have

$$\langle \bar{\beta} \beta \alpha \beta, \bar{\beta}ab^2 \bar{\alpha} \rangle = 0,$$

$$\langle \bar{\beta} a \beta \bar{\alpha}, \bar{\beta}ab^2 \bar{\alpha} \rangle = \langle a(1 + b + b^2), (1 + b + b^2)ab^2(1 + a) \rangle$$

$$= \langle a + ab + ab^2, ab^2 + bab^2 + b^2ab^2 + bab + b^2ab + ab \rangle = 2.$$
Since $\Gamma'$ is connected, we have therefore precisely one edge from $1$, $b'$ and $(b')^2$ to $\beta\alpha$ and no edges from $1$, $b'$ and $(b')^2$ to $\beta ab^2\alpha$. Furthermore we have a double edge from $\beta a\beta$ to $\beta ab^2\alpha$. Thus the principal graph $\Gamma'$ is given by
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Fig. 4

c) Let $G = G_{2,3,4} = \langle a, b \mid a^2 = b^3 = (ab)^4 = 1 \rangle$ and consider the associated group type inclusion as in a). Then $G \cong S_4$, the symmetric group, via the isomorphism which maps $a \to (12)$ and $b \to (243)$. We have that $G = \{1, a, b, b^2, ab, ba, bab, aba, ab^2, b^2a, (ab)^2, ab^2a, b^2ab, bab^2, (ba)^2, abab^2, bab^2a, ab^2ab, b^2aba, b^2ab^2, abab^2a, bab^2ab, ab^2aba, abab^2ab\}$. Let $H = \mathbb{Z}_2$ and $K = \mathbb{Z}_3$ and let us compute the principal graphs of the associated irreducible group type inclusion $R^{Z_2} \subset R \times Z_3$. One checks that

$$h \backslash G / H = \{H, H b H, H b^2 H, H bab H, H bab^2 H, H bab^2 a b H\},$$

$$h \backslash G / K = \{H K, H b a K, H bab^2 a K\},$$

$$K \backslash G / K = \{K, K a K, K a b a K, K a b^2 a b a K\}.$$ 

Hence $\alpha\alpha, \alpha b\alpha, \alpha b^2\alpha, \alpha bab\alpha, \alpha bab^2\alpha$ and $\alpha bab^2 ab\alpha$ are all the distinct $R^{Z_2} - R^{Z_2}$ bimodules of the form $\alpha g\alpha, g \in G$ (Proposition 4.2). To determine irreducibility one computes

$$\langle \alpha b\alpha, \alpha b\alpha \rangle = \langle \alpha b^2\alpha, \alpha b^2\alpha \rangle = \langle \alpha bab\alpha, \alpha bab\alpha \rangle = \langle \alpha b^2ab\alpha, \alpha b^2ab\alpha \rangle = \langle \alpha bab^2\alpha, \alpha bab^2\alpha \rangle = 1$$

and $\alpha\alpha = 1 + a'$, where $\hat{\mathbb{Z}}_2 = \{1, a'\}$. $\langle \alpha bab^2 ab\alpha, \alpha bab^2 ab\alpha \rangle = 2$, hence $\alpha bab^2 ab\alpha = a_1 + a_2$ with $a_1 \neq a_2$ irreducible bimodules (if $a_1 = a_2$ we would get again a graph with square norm $> 6$). Thus

$$\Gamma_{\text{even}} = \{1, a', \alpha b\alpha, \alpha b^2\alpha, \alpha bab\alpha, \alpha b^2ab\alpha, \alpha bab^2\alpha, a_1, a_2\}.$$ 

By the above double coset computation we obtain next that $\alpha\beta, \alpha ba\beta, \alpha b^2a\beta$ and $\alpha bab^2a\beta$ are all the distinct $R^{Z_2} - R \times Z_3$ bimodules of the form $\alpha g\beta, g \in G$, which are all irreducible since the action of $H \times K$ on $G$ is free. Thus

$$\Gamma_{\text{odd}} = \{\alpha\beta, \alpha ba\beta, \alpha b^2a\beta, \alpha bab^2a\beta\}.$$

ANNALES SCIENTIFIQUES DE L'ÉCOLE NORMALE SUPÉRIEURE
A slightly lengthy, but simple computation of the edges as in a) yields the following principal graph $\Gamma$
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Next we compute the principal graph $\Gamma'$. We know that

$$\Gamma'_{\text{odd}} = \{\bar{\beta}\bar{\alpha}, \bar{\beta}(ba)^{-1}\bar{\alpha}, \bar{\beta}(b^2a)^{-1}\bar{\alpha}, \bar{\beta}(bab^2a)^{-1}\bar{\alpha}\} = \{\bar{\beta}\bar{\alpha}, \bar{\beta}ab^2\bar{\alpha}, \bar{\beta}aba\bar{\alpha}, \bar{\beta}abab^2\bar{\alpha}\}.$$  

Checking irreducibility of $\bar{\beta}\beta$, $\bar{\beta}ab\beta$, $\bar{\beta}aba\beta$ and $\bar{\beta}ab^2aba\beta$, which are all the distinct $R \rtimes \mathbb{Z}_3 - R \rtimes \mathbb{Z}_3$ bimodules of the form $\bar{\beta}g\beta$, $g \in G$, we get that

$$\Gamma'_{\text{even}} = \{1, b', (b')^2, \bar{\beta}ab\beta, \bar{\beta}aba\beta, a_1, a_2, a_3\},$$

where $\hat{\mathbb{Z}}_3 = \{1, b', (b')^2\}$ denotes the dual group of $\mathbb{Z}_3$ and $a_1$, $a_2$ and $a_3$ denote the irreducible components of $\bar{\beta}ab^2ab\beta$. Computing again the edges according to (9) as in a), we obtain the following graph for $\Gamma'$
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d) Let $G = G_{2,3,5} = \langle a, b | a^2 = b^3 = (ab)^5 = 1 \rangle$ and consider the associated irreducible index 6 group type inclusion $R^{Z_2} \subset R \rtimes \mathbb{Z}_3$. Observe that $G \cong A_5$, the alternating group, via $a \rightarrow (12)(45)$ and $b \rightarrow (134)$ (this presentation of $A_5$ goes back to Hamilton, 1856, see [CM, page 137]). A rather lengthy and tedious computation as in a), b), which will
be omitted here (and can be done as an exercise by the reader) yields the following principal graphs:
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**Example 6.5.** – (calculation of the principal graphs $\Gamma$ and $\Gamma'$ in the case $G = G_{2,3,6} = \mathbb{Z}_2 \ast \mathbb{Z}_3/N_2(\mathbb{Z}_2 \ast \mathbb{Z}_3)$).

We show first that $G_{2,3,6} = \langle a, b | a^2 = b^3 = (ab)^6 = 1 \rangle$ is equal to $\mathbb{Z}_2 \ast \mathbb{Z}_3/N_2(\mathbb{Z}_2 \ast \mathbb{Z}_3)$.

Set $\hat{G} = \mathbb{Z}_2 \ast \mathbb{Z}_3 = \langle \tilde{a}, \tilde{b} | \tilde{a}^2 = \tilde{b}^3 = 1 \rangle$ and let $N_1(\hat{G})$, $N_2(\hat{G})$ be the first and the second commutator subgroups of $\hat{G}$. Then $N_1(\hat{G})$ is the subgroup of $\hat{G}$ generated by $\tilde{x} = \tilde{a}\tilde{b}\tilde{a}\tilde{b}^2$ and $\tilde{y} = \tilde{a}\tilde{b}^2\tilde{a}\tilde{b}$. Hence $N_2(\hat{G})$ is the smallest normal subgroup of $\hat{G}$, which contains

$$\tilde{x}\tilde{y}\tilde{x}^{-1}\tilde{y}^{-1} = (\tilde{b}\tilde{a})^{-1}(\tilde{a}\tilde{b})^{-6}(\tilde{b}\tilde{a}),$$

i.e. $N_2(\hat{G})$ is also the smallest subgroup of $\hat{G}$ containing $(\tilde{a}\tilde{b})^6$. Therefore $\hat{G}/N_2(\hat{G})$ can be expressed in terms of generators and relations as

$$\hat{G}/N_2(\hat{G}) = \{a, b | a^2 = b^3 = (ab)^6 = 1\} = G_{2,3,6}.$$

Set now $G = \hat{G}/N_2(\hat{G}) = G_{2,3,6}$ and set $a = \phi(\tilde{a})$, $b = \phi(\tilde{b})$, where $\phi : \hat{G} \rightarrow \hat{G}/N_2(\hat{G})$ denotes the quotient homomorphism. Then $x = abab^2$ and $y = ab^2ab$ generate a normal subgroup of $G$, namely the group

$$N = \phi(N_1(\hat{G})) = N_1(\hat{G})/N_2(\hat{G}) \cong F_2/N_1(F_2) \cong \mathbb{Z}^2,$$
with \( x \) and \( y \) as free abelian generators. It is well-known that \( \widehat{G} = \bigoplus_{n=0}^{5} (\tilde{a}\tilde{b})^n N_1(\widehat{G}) \) (see for instance [Ne]) and therefore \( G = \bigoplus_{n=0}^{5} (ab)^n N \) and hence \( [G : N] = 6 \). Note that since \( N \) is abelian, this implies that \( G \) has polynomial growth. Furthermore, \( G \) has the structure of a (twisted) crossed product of \( N \) by \( \mathbb{Z}_6 \). Let us determine this structure: we have that \( \text{Ada}(x) = axa^{-1} = bab^2a = x^{-1} \), \( \text{Ada}(y) = aya^{-1} = b^2aba = y^{-1} \), \( \text{Adb}(x) = babab = x^{-1}y \) and \( \text{Adb}(y) = bob \). Thus \( \text{Adb}(x) = xy^{-1} \) and \( \text{Adb}(y) = x \). Using \( G = \bigoplus_{n=0}^{5} N(ab)^n \), we see that \( G \cong N \cong \mathbb{Z}_6 \), where \( \mathbb{Z}_6 = \langle ab \rangle \) acts via \( \text{Adb} \) on \( N \). Let us give a geometrical realization of this crossed product. Since \( N = \langle x, y \rangle \cong \mathbb{Z}^2 \), we can realize the lattice \( N \) in \( \mathbb{C} \) as \( \mathbb{Z} + \left( \frac{1}{2} + i\frac{\sqrt{3}}{2} \right) \mathbb{Z} \) with \( x = \frac{1}{2} + i\frac{\sqrt{3}}{2} \). \( \text{Ada} \) is then a counterclockwise rotation by \( 180^\circ \) and \( \text{Adb} \) one by \( 120^\circ \) around \( 0 \). \( \text{Adb} \) becomes a clockwise rotation by \( 60^\circ \) around \( 0 \). This geometrical realization of \( N \) will be useful for the subsequent computations. Next we will simplify the right \( N \)-coset decomposition of \( G \). Since \( (ab)^3y^{-1}x = b^2 \), \( (ab)^3y^{-1}x = a \), \( (ab)^4y^{-1}xy = b \) and \( (ab)^5y^{-1}xy = ab^2 \), we get that \( G \) can be written as a disjoint union

\begin{equation}
G = N \cup aN \cup bN \cup abN \cup b^2N \cup ab^2N
\end{equation}

Let us compute now the vertices of the principal graphs \((\Gamma, \Gamma')\). Clearly, \( \mathbb{Z}_2 \times \mathbb{Z}_3 \) (resp. \( \mathbb{Z}_3 \times \mathbb{Z}_2 \)) acts freely on \( G \), so that \( \Gamma_{\text{odd}} \) (resp. \( \Gamma'_{\text{odd}} \)) is labeled by the double cosets \( z_3 \backslash G/z_3 \) (resp. \( z_3 \backslash G/z_3 \)) (Proposition 4.2). If we write each element in \( G \) as a word in \( a \) and \( b \) with positive powers, then it follows from (34) that the elements in \( N \) are precisely those words whose sum of powers in \( a \) (resp. \( b \)) equals \( 0 \mod 2 \) (resp. \( 0 \mod 3 \)).

Now let \( g \in G \) and consider the double coset \( ZgZ_3 \), which all have cardinality 6 (since \( Z_2 \times Z_3 \) acts freely). Clearly, there is precisely one element \( n \in Z_2gZ_3 \) whose sum of powers in \( a \) (and \( b \)) is equal \( 0 \mod 2 \) (0 mod 3). Hence \( N \) forms a set of representatives for \( z_3 \backslash G/z_3 \) and we have therefore

\begin{equation}
\Gamma_{\text{odd}} = \{ an\beta, \ n \in N \}, \quad \Gamma'_{\text{odd}} = \{ \bar{\beta}n\bar{\alpha}, \ n \in N \}.
\end{equation}

Next, we determine the even vertices of \( \Gamma \) resp. \( \Gamma' \). According to Proposition 4.2 we need to analyze the double cosets \( z_3 \backslash G/\mathbb{Z}_2 \) and \( z_3 \backslash G/\mathbb{Z}_2 \). A double coset \( ZgZ_2 \) (resp. \( ZgZ_3 \)) will represent an irreducible bimodule iff \( |ZgZ_2| = 4 \) (resp. \( |ZgZ_3| = 9 \)). Clearly, if \( g \in \{1, a\} \) (resp. \( g \in \{1, b, b^2\} \)), then \( |ZgZ_2| = 2 \) (resp. \( |ZgZ_3| = 3 \)). The corresponding bimodule decomposes therefore into 2 (resp. 3) irreducible bimodules. We show that the double cosets have maximal cardinality in all other cases.

**Lemma 6.5.1.** - Let \( g \in G \), \( ZgZ_2 = \{ g, ag, ga, aga \} \) and suppose \( |ZgZ_2| < 4 \). Then \( g \in \{1, a\} \).

**Proof.** - \( |ZgZ_2| < 4 \) implies that either \( g = aga \) or \( ag = ga \), which are identical
conditions. Let us use (34) and the geometrical realization of $N$ to see that this condition

\[(36) \quad g = aga = Ada(g)\]

implies indeed $g \in \{1, a\}$. This is done by a case-by-case analysis. If $g \in N$, then (36) implies that $g$ is invariant under a $180^\circ$ rotation, which is only possible if $g = 0$ (note that the identity of $G$ is written additively as $0$ when regarded in the abelian group $N$). If $g \in aN$, then $g = ag'$, for some $g' \in N$. Then (36) implies that $g = g'a$, i.e. $ag' = g'a$ and hence $g' = 0$ and therefore $g = a$ by the above argument. If $g \in bN$, then $g = bg'$ for some $g' \in N$ and (36) implies $bg' = abg'a$, i.e. $g' = b^2abg'a = y^{-1}Ada(g')$ (this is a $180^\circ$ rotation and a translation by $y^{-1}$). Clearly, no $g' \in N$ satisfies this relation. If $g \in abN$, then $g = abg'$ for some $g' \in N$ and (36) implies $abg' = bg'a$, which is impossible as we have just seen. □

Thus, if $\{1, g_i, i \in I\}$ is a set of $Z_2$ double coset representatives of $G$, then

\[
\Gamma_{\text{even}} = \{1, a', \alpha g_i \alpha, i \in I\},
\]

where $\alpha \alpha = 1 + a'$, $\mathcal{Z}_2 = \{1, a'\}$. A similar analysis has to be carried out for $Z_3 \setminus G/Z_3$.

\section*{Lemma 6.5.2.}

- Let $g \in G$, $Z_3gZ_3 = \{g, bg, b^2g, gb, gb^2, b^2gb, b^2gb^2\}$ and suppose $|Z_3gZ_3| < 9$. Then $g \in \{1, b, b^2\}$.

\section*{Proof.}

If $|Z_3gZ_3| < 9$, then $g = bgb$ or $g = bgb^2$ or $g = b^2gb$ or $g = b^2gb^2$, which reduces to $g = bgb^{-1}$ (iff $g = bgb^2$ iff $g = b^2gb$) or $g = bgb$ (iff $g = b^2gb^2$). In particular $|Z_3gZ_3| = 3$. We sketch the arguments, which are analogous to the ones used in the proof of Lemma 6.5.1. Suppose first

\[(37) \quad g = bgb^{-1} = Adb(g).\]

If $g \in N$, then $g = 0$, since $Adb$ is a $120^\circ$ rotation. If $g \in aN$, $g = ag'$, $g' \in N$, then (37) implies $g' = abab^2bg'b^{-1} = xAdb(g')$, which is a rotation by $120^\circ$ and a translation by $x$. Observe however that this transformation has no fixed point in $N$. If $g \in bN$, $g = bg'$, $g' \in N$, then (37) implies that $g' = Adb(g')$, and hence $g' = 0$ and thus $g = b$. If $g \in abN$, $g = abg'$, $g' \in N$, then (37) implies that $g' = y^{-1}Adb(g')$, which cannot be satisfied by any element in $N$. If $g \in b^2N$, $g = b^2g'$, $g' \in N$, then (37) implies that $g' = Adb(g')$, i.e. $g' = 0$ and hence $g = b^2$. Finally, if $g \in ab^2N$, $g = ab^2g'$, $g' \in N$, then (37) implies $g' = x^{-1}yAdb(g')$, which is again impossible in $N$. Now suppose

\[(38) \quad g = bgb = b^2Adb(g).\]

If $g \in N$, then (38) implies $g \in b^2N$, i.e. $g \in N \cap b^2N = \emptyset$, which is impossible (34)). If $g \in aN$, $g = ag'$, $g' \in N$, then (38) implies $g' = (ab)^2(b^{-1}g'b) \in (ab)^2N = b^2N$,
which is impossible. If \( g \in bN \), \( g = bg' \), \( g' \in N \), then (38) implies \( g' = bg'b \), which is impossible by the first argument. If \( g \in abN \), \( g = abg' \), \( g' \in N \), then (38) implies \( g' = b^2x(b^{-1}g'b) \in b^2N \), which is impossible. If \( g \in b^2N \), \( g = b^2g' \), \( g' \in N \), then (38) implies that \( g' = bg'b \), which cannot occur as seen above. Finally, if \( g \in ab^2N \), \( g = ab^2g' \), \( g' \in N \), then (38) implies \( g' = b^2y^{-1}(b^{-1}g'b) \in b^2N \), which is again impossible. Thus \( g = bgb \) cannot occur for any \( g \in G \) and the lemma is proven. \( \square \)

If we let \( \{1, g'_j, j \in J\} \) be a set of representatives for the \( Z_3 \) double cosets of \( G \), then

\[
\Gamma'_{\text{even}} = \{1, b', (b')^2, \beta g'_j \beta, j \in J\},
\]

where \( \beta \beta = 1 + b' + (b')^2 \) as in section 6.3. This determines (not very explicitly) the vertices of \( (\Gamma, \Gamma') \).

Next, we compute the edges for \( \Gamma \). As usual we use the notation of chapter 4 and recall that the computation of edges amounts to computing the dimensions of various intertwiner spaces. Let \( \alpha \beta \in \Gamma_{\text{odd}} \) and consider

\[
\langle \alpha g\alpha \beta, \alpha n \beta \rangle = \langle \alpha g\beta, \alpha n \beta \rangle + \langle \alpha g\beta, \alpha n \beta \rangle.
\]

Note that \( \alpha g\beta \) and \( \alpha g\beta \) are irreducible bimodules (since \( Z_2 \times Z_3 \) acts freely on \( G \)) and therefore \( \langle \alpha g\alpha \beta, \alpha n \beta \rangle = 0, 1 \) or 2. If \( g \in \{g_i, i \in I\} \) (hence \( g \neq 1, a \)), then \( \langle \alpha g\alpha \beta, \alpha n \beta \rangle = 0 \) or 1, since \( g \) and \( ga \) cannot be contained in the same double coset \( Z_2nZ_3 \) (easy exercise, as proof of Lemma 6.5.1). If \( g = 1 \), then \( \langle \alpha g\alpha \beta, \alpha n \beta \rangle = 2 \) if \( n = e \) (the identity of \( G \)) and 0 otherwise, since \( N \) labels all distinct double cosets. Hence 1 resp. \( a' \) are connected by a single edge precisely to \( \alpha \beta \). Furthermore, \( \alpha g\alpha \beta \) and \( \alpha n \beta \) are connected iff \( g_i \in Z_2nZ_3 \) or \( g_ia \in Z_2nZ_3 \). In this case they are connected by a single edge. This determines \( \Gamma \). However, in order to represent \( \Gamma \) graphically in an explicit way, we need to do some more work.

The odd vertices of \( \Gamma \) are labeled by \( N = Z + \left( \frac{1}{2} + i\frac{\sqrt{3}}{2} \right) Z \) as shown above. Furthermore, we have just seen that each even vertex \( \alpha g_i \alpha \) is connected by a single edge to precisely two odd ones \( \alpha n_1 \beta \) and \( \alpha n_2 \beta \), where \( g_i \) or \( g_ia \in Z_2n_2Z_3 \), \( j = 1, 2 \).

The odd vertex \( \alpha \beta \) is connected by a single edge precisely to the even vertices \( 1, a', ab\alpha \) and \( \alpha b^2 \alpha \) since \( \langle \alpha g_i \alpha \alpha \beta, \alpha \beta \rangle = \langle (1 + a)g_i(1 + a), 1 + b + b^2 \rangle = 2\delta_{g_i,e} + \delta_{g_i,b} + \delta_{g_i,b^2} 
\). All other odd vertices \( \alpha n \beta \), \( n \in N \setminus \{e\} \), are connected to precisely three even vertices by a single edge. To see this, consider the composite map \( Z_2 \backslash G \backslash Z_3 \to Z_2 \backslash G \to Z_2 \backslash G \backslash Z_3 \), which maps \( Z_2gZ_2 \to Z_2g \to Z_2gZ_3 \). This map is clearly 3:1 and hence we have that \( \alpha n \beta \) is connected (by a single edge as shown above) to those three vertices \( \alpha g_i \alpha \), \( i_j \in I \), \( j = 1, 2, 3 \), for which \( Z_2g_iZ_3 = Z_2nZ_3 \), \( 1 \leq j \leq 3 \). With this notation we have the following local picture of \( \Gamma \).
To get a global picture of $\Gamma$, we use the labeling of $\Gamma_{\text{odd}}$ by $N = \mathbb{Z} + \left(\frac{1}{2} + i\frac{\sqrt{3}}{2}\right)\mathbb{Z}$.

First we will find the structure of $\Gamma'\Gamma$, i.e. we determine to which odd vertices a given odd vertex $\alpha n\beta$ is connected by going two steps on $\Gamma$. We compute

\[
\langle \alpha \beta \alpha \beta, \alpha n' \beta \rangle = \langle (1 + a)n(1 + b + b^2), n'(1 + b + b^2)(1 + a) \rangle \\
= \langle n + nb + nb^2 + an + anb + anb^2, n' + n'b + n'b^2 + n'a \rangle \\
+ n'ba + n'b^2a \rangle \\
= 3\delta_{n,n'} + \langle an, n'a \rangle + \langle anb, n'ba \rangle + \langle anb^2, n'b^2a \rangle \\
= 3\delta_{n,n'} + \langle ana, n' \rangle + \langle ana, n'bab^2a \rangle + \langle ana, n'b^2aba \rangle \\
= 3\delta_{n,n'} + \delta_{ana^{-1},n'} + \delta_{ana^{-1},n'x^{-1}} + \delta_{ana^{-1},n'y^{-1}}
\]

where the third equality follows from (34). Thus $\alpha n\beta$ is connected on $\Gamma'\Gamma$ three times to itself and by a single edge to the vertices $\alpha an^{-1}\beta, \alpha an^{-1}x\beta$ and $\alpha an^{-1}y\beta$. The position of these bimodules in the lattice $N$ is indicated in the following figure (Fig. 10).

In order to realize $\Gamma$ as a planar graph, where adjacent vertices are connected by edges, we label each odd vertex twice, namely by the corresponding lattice point $n \in N$ and the midpoint of the triangle with vertices $\alpha an^{-1}\beta, \alpha an^{-1}x\beta$ and $\alpha an^{-1}y\beta$. The position of these bimodules in the lattice $N$ is indicated in the following figure (Fig. 10).

Thus, by our calculations above (summarized in Figure 9), we can picture the principal graph $\Gamma$ (modulo the above identification) in the following way (see Fig. 12).

Next we determine the principal graph $\Gamma'$. Let $\beta n\alpha \in \Gamma'_{\text{odd}}, g \in G$, and consider

\[
\langle \beta g \beta \alpha, \beta n\alpha \rangle = \langle \beta g \alpha, \beta n\alpha \rangle + \langle \beta gb\alpha, \beta n\alpha \rangle + \langle \beta gb^2\alpha, \beta n\alpha \rangle.
\]
Since $\beta g\bar{\alpha}$, $\beta gb\bar{\alpha}$ and $\beta gb^2\bar{\alpha}$ are irreducible bimodules, we have $\langle \beta g\beta \bar{\alpha}, \beta n\bar{\alpha} \rangle = 0$, 1, 2 or 3. If $g \in \{g_j, j \in J\}$ (hence $g \not= 1, b, b^2$), then one shows easily that $g$, $gb$ and $gb^2$ are contained in three distinct double cosets of the form $\mathbb{Z}_3 n \mathbb{Z}_2$. 
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$n \in \mathbb{N}$. Hence $\langle \beta g \beta \beta \alpha, \beta n \alpha \rangle = 0$ or $1$ ((40)). If $g = 1$, then $\langle \beta \beta \beta \alpha, \beta n \alpha \rangle = (1 + b + b^2, (1 + b + b^2)n(1 + a)) = 3$ if $n = e$ and $0$ otherwise. Hence $1$ resp. $b'$ resp. $(b')^2$ are connected by a single edge precisely to $\beta \alpha$. Furthermore, $\beta g_j^i \beta$ and $\beta n \alpha$ are connected iff $g_j^i$ or $g_j^i b$ or $g_j^i b^2 \in \mathbb{Z}_3 n \mathbb{Z}_2$ and in this case they are connected by a single edge. This determines the principal graph $\Gamma'$, but to draw it explicitly some more information is needed.

(40) shows that each even vertex is connected by a single edge to precisely three odd vertices. The odd vertex $\beta \alpha$ is connected by a single edge precisely to $1$, $b'$, $(b')^2$ and $\beta a \beta$, since

$$\langle \beta g_j^i \beta \beta \alpha, \beta \alpha \rangle = \langle (1 + b + b^2)g_j^i(1 + b + b^2), (1 + a) \rangle = 3\delta_{g_j^i,e} + \delta_{g_j^i,a}.$$ 

All other odd vertices $\beta n \alpha$, $n \in \mathbb{N}\setminus\{e\}$, are connected by a single edge to precisely two even vertices. To see this, consider as above the map $\mathbb{Z}_3 \backslash G \to \mathbb{Z}_3 \backslash G$, which maps $\mathbb{Z}_3 g \mathbb{Z}_3 \to \mathbb{Z}_3 g \to \mathbb{Z}_3 g \mathbb{Z}_2$. This map is clearly $2:1$ and hence we have that $\beta n \alpha$ is connected (by a single edge as shown above) to those two vertices $\beta g_j^i \beta$, $i = 1, 2$, $j_i \in J$, for which $\mathbb{Z}_3 g_j^i \mathbb{Z}_2 = \mathbb{Z}_3 n \mathbb{Z}_2$, $i = 1, 2$. Thus we have the following local picture of $\Gamma'$.
As in the calculation of $\Gamma$, we will determine first the structure of $(\Gamma')^{-1}\Gamma'$. To this end we compute

$$
\langle \beta n\xi \beta \alpha \beta n' \alpha \rangle = \langle (1 + b + b^2)n(1 + a), n'(1 + a)(1 + b + b^2) \rangle
$$

$$
= \langle n + na + bn + bna + b^2n + b^2na, n' + n'b + n'ab + n'a
+ n'ab + n'ab^2 \rangle
$$

$$
= 2\delta \langle n, n' \rangle + \langle bn, n'b \rangle + \langle bna, n'ab \rangle + \langle b^2n, n'b^2 \rangle + \langle b^2na, n'ab^2 \rangle
$$

$$
= 2\delta \langle n, n' \rangle + \langle bn^2, n' \rangle + \langle bnb^2, n' \rangle + \langle b^2n, n' \rangle
+ \langle b^2nb, n'ab^2 \rangle
$$

$$
= 2\delta \langle n, n' \rangle + \delta_{nb, n', n} + \delta_{bnb, n, n'} + \delta_{b^{1-nb, n', n'}} + \delta_{b^{1-nb, n', n'}}
$$

where the third equality follows again from (34) (by taking inverses). Thus $\beta n\xi$, $n \in N \setminus \{e\}$, is connected on $(\Gamma')^{-1}\Gamma'$ twice to itself and by a single edge to $\beta bnb^{-1} \xi$, $\beta bnb^{-1} x^{-1} \xi$, $\beta b^{-1} nb \xi$ and $\beta b^{-1} nby^{-1} \xi$. Observe that $\beta \xi$ is connected on $(\Gamma')^{-1}\Gamma'$ four times to itself and by a single edge to $\beta x^{-1} \xi$ and $\beta y^{-1} \xi$. The position of these vertices on the lattice $N$ is pictured in the following figure (see Fig. 14).

Thus, in order to realize $\Gamma'$ as a planar graph where adjacent vertices are connected by edges, we label each odd vertex three times, namely by the corresponding lattice point $n \in N$ and the midpoints of the segments $[bnb^{-1} x^{-1}, bnb^{-1}]$ and $[b^{-1} nby^{-1}, b^{-1} nb]$ as indicated in figure 14. Note that these midpoints are obtained by rotating $n \in N$ by $120^\circ$ and $240^\circ$ around the point $-\frac{1}{4} - i \frac{\sqrt{3}}{8}$. Modulo the identification by this $120^\circ$ rotation (twice),
we get the following graph for \((\Gamma')^I\Gamma'\) (omitting the self-connecting lines) (see Fig. 15) where a generic part is given by
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Fig. 16

Next we construct \(\Gamma'\) from \((\Gamma')^I\Gamma'\) and our calculations above (summarized in figure 13). Let \(\beta g_1\beta\) and \(\beta g_2\beta\) be the two even vertices connected (by a single edge necessarily) to \(\beta n\alpha\) (on \(\Gamma')\). Since the edge from \(\beta n\alpha\) to \(\beta b^{-1}n\beta\alpha\) on \((\Gamma')^I\Gamma'\) has to go through precisely one even vertex, one of the two even vertices above, call it \(\beta g_1\beta\), must be connected to \(\beta b^{-1}n\beta\alpha\). Similarly, there must be precisely one even vertex through which the edge from \(\beta n\alpha\) to \(\beta b^{-1}\beta\alpha\) (on \((\Gamma')^I\Gamma')\) has to pass. Since \(\beta n\alpha\) is connected to precisely the two even vertices \(\beta g_i\beta, \ i = 1, 2\), this even vertex must be either \(\beta g_1\beta\) or \(\beta g_2\beta\). We show that it is necessarily \(\beta g_1\beta\).

**Lemma 6.5.3.** - Let \(\beta n\alpha \in \Gamma'_{\text{odd}}, \ n \neq e\), and denote by \(\beta g_i\beta, \ i = 1, 2\), the two even vertices connected to \(\beta n\alpha\). Suppose that \(\beta g_1\beta\) is also connected to \(\beta b^{-1}n\beta\alpha\), then it is necessarily connected to \(\beta b^{-1}\beta\alpha\).

**Proof.** - We have seen above, that the multiplicities of all involved edges here is 1. Thus our assumption reads

\[
(\beta g_1\beta\beta\alpha, \beta n\alpha) = (\beta g_1\beta\beta\alpha, \beta b^{-1}n\beta\alpha) = 1.
\]

But

\[
(\beta g_1\beta\beta\alpha, \beta n\alpha) = (\beta g_1\beta, \beta n\beta) + (\beta g_1\beta, \beta n\beta) = 1.
\]
and similarly

\[ \langle \bar{\beta} g_1 \beta \bar{\alpha}, \bar{\beta} b^{-1} nb \bar{\alpha} \rangle = \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb \beta \rangle + \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb a \beta \rangle. \]

Note that

\[ \langle \bar{\beta} g_1 \beta, \bar{\beta} b n b^{-1} \beta \rangle = \langle g_1, (1 + b + b^2)n(1 + b + b^2) \rangle \]

\[ = \langle \bar{\beta} g_1 \beta, \bar{\beta} n \beta \rangle = \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb \beta \rangle. \]

Thus, if \( \langle \bar{\beta} g_1 \beta, \bar{\beta} n \beta \rangle = 1 \) or \( \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb \beta \rangle = 1 \), then \( \langle \bar{\beta} g_1 \beta \bar{\alpha}, \bar{\beta} b n b^{-1} \bar{\alpha} \rangle = \langle \bar{\beta} g_1 \beta, \bar{\beta} b n b^{-1} \beta \rangle + \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb a \beta \rangle \geq 1 \). In the other case, i.e. \( \langle \bar{\beta} g_1 \beta, \bar{\beta} n a \beta \rangle = 1 \) and \( \langle \bar{\beta} g_1 \beta, \bar{\beta} b^{-1} nb a \beta \rangle = 1 \), we get that \( \mathbb{Z}_3 g_1 \mathbb{Z}_3 = \mathbb{Z}_3 na \mathbb{Z}_3 = \mathbb{Z}_3 b^{-1} nb \mathbb{Z}_3 \), and hence \( na \in \mathbb{Z}_3 nb a \mathbb{Z}_3 \). A simple case-by-case analysis shows that this is impossible. This proves the lemma. \( \square \)

A similar analysis for \( g_2 \) shows that \( \Gamma' \) looks locally like

\[ (\Gamma')' \Gamma' \]

Fig. 17

Finally, taking into account the structure of \( \Gamma' \) around the vertex \( \bar{\beta} \bar{\alpha} \) (Fig. 13), we can picture \( \Gamma' \) in the following way (modulo the identification by the above 120° rotation of course) (see Fig. 18).
Note that \((\Gamma, \Gamma')\) have trivially polynomial growth (since \(N \cong \mathbb{Z}^2\) labels the odd vertices) and that the here discussed group type inclusion is therefore strongly amenable (Theorem 4.13) (see also Remark 5.9).

**Example 6.6.** – (irreducible nonamenable infinite depth subfactor of \(R\) corresponding to the free product of two finite groups).

We compute the principal graphs of \(R^2_2 \subset R \rtimes \mathbb{Z}_3\) in the case where the group \(G\) generated by \(\mathbb{Z}_2\) and \(\mathbb{Z}_3\) in \(\text{Out} R\) is just the free product, i.e. \(G = \mathbb{Z}_2 * \mathbb{Z}_3 = \langle a, b \mid a^2 = b^3 = 1 \rangle \cong \text{PSL}(2, \mathbb{Z})\). Let \(W_a\) (resp. \(W_b\)) be all the nontrivial reduced words in the letters \(a\) and \(b\), which begin and end with \(a\) (resp. \(b\) or \(b^2\)) and let \(W_{a,b}\) (resp. \(W_{b,a}\)) be all the nontrivial reduced words in \(a, b\) which begin with \(a\) (resp. begin with \(b\) or \(b^2\)) and end with \(b\) or \(b^2\) (resp. end with \(a\)). Clearly, the \(\mathbb{Z}_2-\mathbb{Z}_2\) double cosets of \(G\) are given by

\[
\mathbb{Z}_2 \backslash G/\mathbb{Z}_2 = \{ \mathbb{Z}_2g\mathbb{Z}_2, \ g \in W_b \cup \{1\} \}\]
and similarly

\[ Z_3 \backslash G / Z_3 = \{ Z_3gZ_3, \ g \in W_a \cup \{1\} \}, \]
\[ Z_2 \backslash G / Z_2 = \{ Z_2gZ_2, \ g \in W_{b,a} \cup \{1\} \}, \]
\[ Z_3 \backslash G / Z_2 = \{ Z_3gZ_2, \ g \in W_{a,b} \cup \{1\} \}. \]

Let \( \widehat{Z}_2 = \{ 1, \alpha' \} \) and \( \widehat{Z}_3 = \{ 1, b', (b')^2 \} \) be the dual groups and use the notation of chapter 4. We compute first the vertices of the principal graphs \( \Gamma \) resp. \( \Gamma' \), i.e., we check which double cosets label irreducible bimodules. Let \( b^\epsilon w b^\delta \in W_b, \ \epsilon, \ \delta \in \{1,2\} \) and calculate

\[ \langle \alpha b^\epsilon w b^\delta \alpha, \alpha b^\epsilon w b^\delta \alpha \rangle = \langle b^\epsilon w b^\delta, (1 + a) b^\epsilon w b^\delta (1 + a) \rangle = 1. \]

Since \( \alpha \alpha = 1 + a' \), we have therefore

\[ \Gamma_{\text{even}} = \{ 1, a', \alpha g \alpha, \ g \in W_b \}. \]

Since \( Z_2 \times Z_3 \) acts freely on \( G \), we have that \( \Gamma_{\text{odd}} \) is labeled by \( Z_2 \backslash G / Z_3 \), i.e.

\[ \Gamma_{\text{odd}} = \{ \alpha g, \ g \in W_{b,a} \cup \{1\} \}. \]

Similarly, we obtain

\[ \Gamma'_{\text{even}} = \{ 1, b', (b')^2, \beta g \beta, \ g \in W_a \}, \]
\[ \Gamma'_{\text{odd}} = \{ \beta g, \ g \in W_{a,b} \cup \{1\} \}. \]

Next we compute the edges of the principal graph \( \Gamma \). If \( \alpha g_1 \alpha \in \Gamma_{\text{even}} \) and \( \alpha g_2 \beta \in \Gamma_{\text{odd}} \), then the number of edges between these two vertices is given by

\[ \langle \alpha g_1 \alpha \alpha \beta, \alpha g_2 \beta \rangle = \langle g_1 (1 + a), (1 + a) g_2 (1 + b + b^2) \rangle. \]

In particular, if \( g_1 = 1 \), this formula shows that \( \alpha \alpha = 1 + a' \) is connected only to \( \alpha \beta \) with multiplicity 2. Since \( \Gamma \) is connected we must therefore have precisely one single edge from 1 resp. \( a' \) to \( \alpha \beta \). Similarly, \( \alpha \beta \) is connected precisely to 1, \( a' \), \( ab \alpha \) and \( ab^2 \alpha \) ((41)) with a single edge. Next we show that \( ab \alpha \) resp. \( ab^2 \alpha \) are connected precisely to \( aba \alpha \) resp. \( ab^2 \alpha \alpha \) with a single edge. To this end, let \( g_1 = b^\epsilon, \ \epsilon \in \{1,2\}, \ g_2 \in W_{b,a} \) (in particular \( g_2 \not= 1 \)), then \( \langle \alpha g_1 \alpha \alpha \beta, \alpha g_2 \beta \rangle = 1 \) if \( g_2 = b^\epsilon a \) since

\[ \langle \alpha g_1 \alpha \alpha \beta, \alpha g_2 \beta \rangle = \langle b^\epsilon + b^\epsilon a, g_2 + g_2 b + g_2 b^2 \rangle = \langle b^\epsilon a, g_2 \rangle. \]

This shows the claim. Now let \( g_1 \in W_b \backslash \{b, b^2\}, \ g_2 \in W_{b,a} \), then (34) implies

\[ \langle \alpha g_1 \alpha \alpha \beta, \alpha g_2 \beta \rangle = \langle g_1 + g_1 a, g_2 + g_2 b + g_2 b^2 \rangle \]
\[ = \langle g_1 a, g_2 \rangle + \langle g_1, g_2 b \rangle + \langle g_1, g_2 b^2 \rangle \]
\[ = \delta_{g_1, g_2} + \delta_{g_1, g_2 b} + \delta_{g_1, g_2 b^2} \]
\[ = \delta_{g_1, g_2} + \delta_{g_1 b, g_2} + \delta_{g_1 b^2, g_2}. \]

Thus \( \alpha g_1 \alpha, g_1 \in W_b \backslash \{b, b^2\} \) is connected with a single edge precisely to \( \alpha g_1 a \beta \) and \( \alpha g_1 b^\epsilon \beta \) with \( \epsilon \in \{1,2\} \) such that \( g_1 b^\epsilon \in W_{b,a} \) ((42)). Similarly, \( \alpha g_2 \beta, g_2 \in W_{b,a} \), is
connected with a single edge precisely to \( \alpha g_2 \alpha, \alpha g_2 b \alpha \) and \( \alpha g_2 b^2 \alpha \) ((43)). This gives the following principal graph \( \Gamma \)

![Graph Image]

We compute now the edges of \( \Gamma' \) in a similar manner. The number of edges from \( \bar{\beta} g_1 \beta \in \Gamma'_{\text{even}} \) to \( \bar{\beta} g_2 \bar{\alpha} \in \Gamma'_{\text{odd}} \) is obtained as

\[
\langle \bar{\beta} g_1 \beta \bar{\alpha}, \bar{\beta} g_2 \bar{\alpha} \rangle = \langle g_1 (1 + b + b^2), (1 + b + b^2) g_2 (1 + a) \rangle.
\]

If \( g_1 = 1 \), then \( \bar{\beta} \beta = 1 + b + (b')^2 \) is connected precisely to \( \bar{\beta} \bar{\alpha} \) with multiplicity 3, hence, by connectedness of \( \Gamma' \), we get that there is a single edge from 1 resp. \( b' \) resp. \( (b')^2 \) to \( \bar{\beta} \bar{\alpha} \). Similarly, \( \bar{\beta} \bar{\alpha} \) is connected precisely to 1, \( b' \), \( (b')^2 \) and \( \bar{\beta} \alpha \beta \) by a single edge ((44)).

Using (44), we compute that \( \langle \beta a \beta \bar{\alpha}, \beta g_2 \bar{\alpha} \rangle = \langle a + ab + ab^2, g_2 + g_2 a \rangle = 1 \) iff \( g_2 = 1 \) or \( g_2 = ab \) or \( g_2 = ab^2 \). In all other cases, we have \( \langle \beta a \beta \bar{\alpha}, \beta g_2 \bar{\alpha} \rangle = 0 \). Thus \( \alpha a \beta \) is connected by a single edge precisely to \( \beta \bar{\alpha}, \beta \bar{\alpha} \beta \) and \( \beta \bar{\alpha} b^2 \alpha \). Now let \( g_1 \in W_{a} \setminus \{a\} \) and \( g_2 \in W_{a,b} \), then (44) implies

\[
\langle \bar{\beta} g_1 \beta \bar{\alpha}, \bar{\beta} g_2 \bar{\alpha} \rangle = \langle g_1 + g_1 b + g_1 b^2, g_2 + g_2 a \rangle \\
= \langle g_1, g_2 a \rangle + \langle g_1, g_2 b \rangle + \langle g_1, g_2 b^2 \rangle \\
= \delta_{g_1, g_2 a} + \delta_{g_1, g_2 b} + \delta_{g_1, g_2 b^2}
\]

(45)
Thus \( \beta_{g_1} \beta, g_1 \in W_a \backslash \{a\} \), is connected by a single edge precisely to \( \beta_{g_1}a\beta, \beta_{g_1}b\beta \) and \( \beta_{g_1}b^2\alpha \) ((45)) and \( \beta_{g_2}a\beta, g_2 \in W_{a,b} \), is connected by a single edge precisely to \( \beta_{g_2}a\beta \) and \( \beta_{g_2}b^\epsilon\alpha \), where \( \epsilon \in \{1, 2\} \) such that \( g_2b^\epsilon \in W_a \) ((46)). Therefore \( \Gamma' \) is given as

\[
\begin{align*}
\beta abab^2b & \quad \beta abab^2a \beta \\
\beta abab & \quad \beta abab^2a \beta \\
\beta ab^2a & \quad \beta ab^2ab \beta \\
\beta ab^2a & \quad \beta ab^2ab \beta
\end{align*}
\]

Fig. 20

Note that \( ||\Gamma||^2 = ||\Gamma'||^2 = 3 + 2\sqrt{2} < 6 \) by Corollary 4.8. In particular, \( R^{2^2} \subset R \times \mathbb{Z}_3 \) is an irreducible, nonamenable index 6 inclusion, whose principal graphs have exponential growth.

**Examples 6.7.** (Nonamenable inclusions based on the Fuchsian groups \( G_{2,3,n}, n \geq 7 \)).

By the remarks prior to example 6.4, the Fuchsian groups \( G_{l,m,n}, \left( \frac{1}{l} + \frac{1}{m} + \frac{1}{n} < 1 \right) \) can be realized as transformation groups of the hyperbolic plane \( \mathcal{H} \) such that \( \mathcal{H}/G_{l,m,n} \) are compact. In particular, \( G_{l,m,n} \) becomes a lattice in the group \( SO(1, 2) \) of orientation preserving isometries of \( \mathcal{H} \). Therefore \( G_{l,m,n} \) is nonamenable. Hence the inclusion \( R^{2^2} \subset R \times \mathbb{Z}_3 \) based on \( G = G_{2,3,n} \), is nonamenable for every \( n \geq 7 \). The computation of
the corresponding principal graphs $\Gamma$ and $\Gamma'$ is lengthy, so we will only state the results here. In analogy with Figure 12, $\Gamma$ can be constructed from a tiling of the hyperbolic plane $\mathcal{H}$ with regular $n$-gons all having angles $\frac{2\pi}{3}$, so that three $n$-gons will meet at each vertex. One identifies the points in the hyperbolic plane modulo rotation of $180^\circ$ around the midpoint of a specified edge. Now $\Gamma_{\text{odd}}$ consists of the vertices of the resulting tiling of $\mathcal{H}/\mathbb{Z}_2$ and $\Gamma_{\text{even}}$ consists of the midpoints of all the edges in this tiling with the exception of the rotation point, which corresponds to two vertices of $\Gamma_{\text{even}}$ (namely 1 and $a'$) as in the case $n = 6$. The description of $\Gamma'$ is analogous to Figure 18. One identifies the points in the hyperbolic plane modulo a rotation of $120^\circ$ around a specified vertex of the original tiling of $\mathcal{H}$. Then $\Gamma'_{\text{odd}}$ consists of all the midpoints of the edges of the resulting tiling of $\mathcal{H}/\mathbb{Z}_3$ and $\Gamma'_{\text{even}}$ consists of the vertices of this tiling with the exception of the rotation point, which corresponds to the three vertices of $\Gamma'_{\text{even}}$ (namely 1, $b'$ and $(b')^2$) as in the case $n = 6$.

7. Appendix

In the proof of Lemma 5.5 we used the following fact about Markov chains of finite sets. Since we have been unable to find a specific reference in the literature, we include here a proof.

**Proposition 7.1.** Let $(S, P)$ be an irreducible Markov chain on a finite set of states $S$ with transition matrix $P = (P(x,y))_{x,y \in S}$. For $x \in S$, let $\theta_n(x)$ denote the probability that a path starting at $x$ returns to $x$ for the first time after exactly $n$ steps. Then

$$
\sum_{n=1}^{\infty} n^p \theta_n(x) < \infty
$$

for all $x \in S$ and all $p \in \mathbb{R}^+$.

**Proof.** Since irreducible Markov chains on finite sets are positively recurrent (see [HPS, Section 2.4] and [Se, Definition 5.1]), we have

$$
\sum_{n=1}^{\infty} \theta_n(x) = 1 \quad \text{and} \quad \sum_{n=1}^{\infty} n \theta_n(x) < \infty.
$$

In particular, (47) holds for $0 < p \leq 1$. To prove (47) for a general $p \in \mathbb{R}^+$, we will show that the radius of convergence of the power series $\sum_{n=1}^{\infty} s^n \theta_n(x)$ is strictly greater than 1. This immediately implies (47), because $\frac{n^p}{s^n} \to 0$ for $n \to \infty$ when $s > 1$. Set

$$
L(s, x) = \sum_{n=1}^{\infty} s^n \theta_n(x), \quad |s| < 1, \quad s \in S
$$
and
\[ P(s, x, y) = \sum_{n=0}^{\infty} s^n P^n(x, y), \quad |s| < 1, \quad x, y \in S, \]
where \( P^n \) denotes the \( n \)-th power of the transition matrix \( P \). Since for \( |s| < 1 \) we have
\[ \sum_{n=0}^{\infty} s^n P^n = (1 - sP)^{-1} = \frac{1}{\det(1 - sP)} \operatorname{cof}(1 - sP) \]
by the cofactor formula for the inverse of a matrix, it follows that \( P(s, x, y) \) can be extended to a meromorphic function on the complex plane for all \( x, y \in S \). By ([Se, Lemma 5.3]) we have
\[ P(s, x, x) = \frac{1}{1 - L(s, x)}, \quad |s| < 1. \]
Since \( \sum_{n=1}^{\infty} \theta_n(x) = 1 \), we have \( \lim_{s \to 1} -L(s, x) = 1 \). Hence \( P(s, x, x) \) has a pole at \( s = 1 \).

Therefore
\[ L(s, x) = 1 - \frac{1}{P(s, x, x)} \]
defines a meromorphic extension of \( L(s, x) \) with a removable singularity at \( s = 1 \). Let \( \rho(x) \in [1, \infty] \) denote the radius of convergence of the power series defining \( L(s, x) \). Since \( \theta_n(x) \geq 0 \) for all \( n \in \mathbb{N} \), we have that either \( \rho(x) = \infty \) or \( \rho(x) \) is a singular point for the meromorphic extension of \( L(s, x) \). This proves that \( \rho(x) > 1 \) for \( x \in S \). □
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