Abstract

In this paper we prove that given a smoothly conformally compact asymptotically hyperbolic metric there is a short-time solution to the Ricci flow that remains smoothly conformally compact and asymptotically hyperbolic. We adapt recent results of Schnürer, Schulze and Simon to prove a stability result for conformally compact Einstein metrics sufficiently close to the hyperbolic metric.

Résumé

L’objectif de cet article est de démontrer l’existence d’une solution en temps court du flot de Ricci dans la classe de métriques régulières, conformément compactes et asymptotiquement hyperboliques. Nous appliquons ensuite les résultats de Schnürer, Schulze et Simon pour prouver la stabilité des métriques d’Einstein conformément compactes suffisamment proches de la métrique hyperbolique.
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1. Introduction

In 1989, W.X. Shi initiated the study of the Ricci flow on a noncompact manifold by proving that there is a short-time solution to the flow starting at a complete metric of bounded curvature, and moreover the flow remains in this class. Recently there has been intense activity to understand to what extent the Ricci flow preserves other geometric conditions on noncompact manifolds, see [2,6,14,12,21,27] for examples. In this paper we prove that the Ricci flow preserves the set of smoothly conformally compact asymptotically hyperbolic metrics in general dimension for a short time. We begin by introducing these metrics.

Let $M^{n+1}$ be the interior of a compact manifold with boundary $\overline{M}$. Suppose that $x$ is a boundary defining function for $\partial M$. This is to say that $x$ is a smooth non-negative function on $\overline{M}$ that vanishes to first order precisely at $\partial M$. We say that a metric $h$ is smoothly conformally compact if $\tilde{h} := x^2 h$ extends to be smooth metric on $\overline{M}$. The Poincaré ball model of hyperbolic space provides an easy example.
When \(|dx|_{\tilde{h}}^2 = 1\) on \(\partial M\), we may use \(x\) to identify a collar neighborhood of \(\partial M\) in \(\overline{M}\) with \([0, \epsilon) \times \partial M\). We then write \(h\) as

\[
h = \frac{dx^2 + \tilde{h}(x)}{x^2},
\]

for a smooth family of metrics \(\tilde{h}\) on \(\partial M\).

If \(h\) is smoothly conformally compact, with \(|dx|_{\tilde{h}}^2 = 1\) on \(\partial M\), and \((R^{cc})_{ijkl} = h_{ij}h_{jk} - h_{ik}h_{jl}\) denotes the curvature 4-tensor of constant sectional curvature +1, then the curvature 4-tensor \(R\) of \(h\) satisfies

\[
|R + R^{cc}|_{h} = O(x), \quad \text{and} \quad |\nabla^{(j)}R|_{h} = O(x), \text{ for all } j.
\]

For this reason conformally compact metrics with \(|dx|_{\tilde{h}}^2 = 1\) on \(\partial M\) are asymptotically hyperbolic. It is well known that \(h\) is complete and of bounded geometry.

Recall the Ricci flow is the system of equations

\[
\begin{aligned}
\partial_{\tau} g &= -2Rcg(\tau), \\
g(0) &= h.
\end{aligned}
\]  

(1.1)

As previously mentioned, it follows from [30] that there is a solution to the Ricci flow, \(g(\tau)\), with initial metric \(h\) for a short time.

It will be more convenient to study a normalized Ricci flow. Suppose that \(g^N\) satisfies:

\[
\begin{aligned}
\partial_{\tau} g^N &= -2ng^N - 2Rcg^N, \\
g^N(0) &= h.
\end{aligned}
\]  

(1.2)

Setting \(g(x, \tau) = (1 + 2n\tau)g^N(x, \frac{1}{2n} \log(1 + 2n\tau))\) yields a solution to the original Ricci flow. As solutions to the Ricci flow and normalized Ricci flow differ by this time rescaling, we see that spatial regularity is preserved. Thus a conformally compact and asymptotically hyperbolic solution to the normalized Ricci flow yields a conformally compact solution to the Ricci flow, with sectional curvatures that depend on time. Moreover it is straightforward to check that the conformal infinity is preserved along the flow.

The first main result of this paper is the following

**Theorem A.** If \(h\) is smoothly conformally compact and asymptotically hyperbolic then there exists a unique smoothly conformally compact and asymptotically hyperbolic solution \(g(t)\) to (1.2) (and hence a conformally compact solution to (1.1)) for a short time.

The proof of this theorem proceeds as follows. First we apply the DeTurck trick to obtain a system that may be solved by parabolic PDE techniques. Then conditioning the equation appropriately we are able to apply a contraction mapping argument to reprove the existence (see Theorem 4.7) of a short-time solution to the flow in \(0\)-Hölder spaces, which are Hölder spaces associated to conformally compact metrics that respect the interior geometry. These spaces have no tangential regularity at the boundary, so the final part of the argument (see Theorem 5.3) proves that the solution is smoothly conformally compact by applying regularity techniques modeled on [23]. We have stated our results for smoothly conformally compact metrics, but the arguments here extend to certain initial metrics that are polyhomogeneous.

Given short-time existence for the Ricci flow it is natural to study the stability of the flow about fixed points. In general dimension, stability of hyperbolic space under the Ricci flow has been studied independently by Li and Yin [20], Schnürer, Schulze and Simon [29], and Bamler [6]. The second main result of this paper extends the stability result of Schnürer, Schulze and Simon to certain small Einstein perturbations of the hyperbolic metric. By an \(\eta\)-admissible Einstein metric we mean an at least \(C^{3,\alpha}\) conformally compact Einstein metric \(h\) on \(\mathbb{B}^{n+1}\) that satisfies both a global curvature bound

\[
\sup_{\mathbb{B}^{n+1}} |R + R^{cc}|_{h} \leq \eta,
\]

and that the Yamabe invariant of its conformal infinity is positive. Note the existence of such metrics follows from work of Graham and Lee [10]. In particular any smooth Riemannian metric \(\tilde{h}\) on \(\mathbb{S}^n\) sufficiently close to the round
metric in an appropriate $C^{k,\alpha}$ norm is the conformal infinity of a conformally compact Einstein metric $h$ on the unit ball.

Before stating our second main result, we introduce the function spaces defined in [29]. For an interval $I \subset [0, \infty)$, let $\mathcal{M}_k^0(\mathbb{R}^{n+1}, I)$ (resp. $\mathcal{M}_k^{loc}(\mathbb{R}^{n+1}, I)$) denote the space of sections $g(t)$, $t \in I$ of metrics on $\mathbb{R}^{n+1}$ which are $C^k$ (resp. $C_k^{loc}$) on $\mathbb{R}^{n+1} \times I$, with covariant derivatives taken with respect to $h$. The space $\mathcal{M}_0(\mathbb{R}^{n+1}, I)$ will denote metrics in $\mathcal{M}_0^0(\mathbb{R}^{n+1}, I) \cap \mathcal{M}_0^{loc}(\mathbb{R}^{n+1}, I)$ which are smooth for positive times and uniformly bounded in $C^k$ when restricted to time intervals of the form $[\delta, \infty)$, $\delta > 0$.

Adapting the work of Schnürer, Schulze and Simon we prove

**Theorem B.** Let $n \geq 3$. There exists an $\eta(n) > 0$ so that for any $\eta$-admissible Einstein metric with $0 < \eta < \eta(n)$ the following holds. For all $K > 0$ there exists $\epsilon_1 = \epsilon_1(n, K) > 0$ where if $g_0$ is a $\mathcal{M}_0^0$ metric close to $h$ in the sense that

$$\int_{\mathbb{R}^{n+1}} |g_0 - h|^2 h \, dvol_h \leq K,$$

and

$$\sup_{\mathbb{R}^{n+1}} |g_0 - h|_h \leq \epsilon_1.$$

Then there exists a long-time solution $g(t) \in \mathcal{M}_0^0(\mathbb{R}^{n+1}, [0, \infty))$ to the normalized Ricci–DeTurck flow (with initial metric $g_0$) such that

$$\sup_{\mathbb{R}^{n+1}} |g(t) - h|_h \leq C(n, K) e^{-\frac{1}{4(n+1)^2} t}.$$

Moreover, $g(t) \to h$ exponentially in $C^k$ as $t \to \infty$, for all $k \in \mathbb{N}$.

In the above theorem, unlike in [29], we have transcribed the dimension to $n + 1$ to match the convention of the rest of the paper. Note also that in view of the main regularity result of this paper, if $g_0$ is smoothly conformally compact, then $g(t)$ remains smoothly conformally compact for finite time. The limiting conformally compact Einstein metric need not be smoothly conformally compact.

We take this opportunity to mention two related papers. First, recent work by Hu, Qing and Shi [12] proves the Ricci flow preserves a certain class of asymptotically hyperbolic metrics for a short time. These metrics are defined by curvature decay conditions and, as shown in [4] and [12], are conformally compact of only a limited regularity. Hu, Qing and Shi subsequently prove an interesting rigidity result. On the other hand, in view of the applications of smoothly conformally compact metrics to geometry and physics (see for example [7] and references therein), it is natural to study the Ricci flow in the smooth conformally compact setting. Second, the author and Helliwell have recently proved short-time existence results for higher-order geometric flows on compact manifolds [5]. We observed that many short-time existence results depend only on the special algebraic structure of the flow. Both [5] and the present paper were developed in parallel, and were inspired by recent work of Koch and Lamm [15]. The short-time existence of the Ricci flow we give here, while in the setting of conformally compact metrics, may be regarded as a concrete application of the ideas in [5].

After the present paper was accepted for publication Qing, Shi and Wu [28] posted a preprint that also studies the Ricci flow for conformally compact Einstein metrics. Their technique differs from the one presented here in that they use maximum principles to obtain regularity along the flow. They also prove interesting perturbation results for conformally compact Einstein metrics.

This paper is structured as follows. In Section 2, we outline the DeTurck trick and reduction of the flow to a parabolic system. In Section 3, we define function spaces and outline the main results from linear parabolic theory on conformally compact manifolds. This theory is based on the edge and heat calculus for 0-operators that appears in [22] and [1]. In order to not distract from the main Ricci flow argument, we have kept this section short and instead sketched several of the proofs of the analytic results in Appendix A. In Section 4, we condition the flow equations and provide the contraction mapping argument. We discuss the regularity argument in Section 5, and the stability argument in Section 6. Finally, in Appendix A we provide sketches for the various analytic facts quoted in Section 3.
It is a pleasure to thank Rafe Mazzeo for ideas and many helpful discussions during the course of this work. I am also in debt to Pierre Albin, Dean Baskin, and András Vasy for useful conversations, and Robin Graham and Frédéric Rochon for pointing out typos in an earlier draft. Finally I would like to thank my collaborators in related projects, Emily Dryden, Dylan Helliwell and Boris Vertman as their input has greatly shaped my understanding and this paper.

2. Preliminaries

As is well known, the Ricci flow is not a parabolic system due to the diffeomorphism invariance of the Ricci tensor. We will break this invariance using the standard DeTurck trick. Choosing the initial smoothly conformally compact and asymptotically hyperbolic metric \( h \) as the background metric, and writing all Christoffel symbols and curvature quantities with respect this metric with tildes, we define a time-dependent vector field

\[
W^k = g^{pq} \left( \Gamma^k_{pq} - \tilde{\Gamma}^k_{pq} \right).
\]

The normalized Ricci–DeTurck flow is given by

\[
\begin{align*}
\partial_t g_{ij} &= -2ng_{ij} - 2Rc_{ij} + \nabla_i W_j + \nabla_j W_i, \\
g(0)_{ij} &= h_{ij}. 
\end{align*}
\] (2.1)

Standard computations, for example given in [30], show that this flow may be written

\[
\begin{align*}
0 &= \partial_t g_{ij} - g^{ab} \tilde{\nabla}_a h_{b_{ij}} + 2ng_{ij} + g^{ab} g_{ip} h^{pq} \tilde{\nabla}_{iaqb} + g^{ab} g_{jp} h^{pq} \tilde{\nabla}_{iaqb} \\
&\quad - \frac{1}{2} g^{ab} g_{pq} \left( \tilde{\nabla}_i g_{pa} \tilde{\nabla}_j g_{qb} + 2\tilde{\nabla}_a g_{jp} \tilde{\nabla}_q g_{ib} - 2\tilde{\nabla}_a g_{jp} \tilde{\nabla}_b g_{iq} \right), \\
g(0) &= h. 
\end{align*}
\] (2.2)

From this equation we see the Ricci–DeTurck flow is a quasilinear parabolic system for the metric.

Once we prove short-time existence of a smoothly conformally compact solution \( g \) to the Ricci–DeTurck flow, the time-dependent vector field \( W^k \) will have coefficients smooth up to the boundary of \( \overline{M} \) and vanishing to first order there. If \( \phi_t \) denotes the flow generated by \( W^k \), then \( \hat{g} = \phi_t^* g \) is a solution to the normalized Ricci flow [9]. It is straightforward to see that \( \hat{g} \) is smoothly conformally compact and asymptotically hyperbolic.

Finally, we only prove the existence of a short-time solution to the Ricci flow. The uniqueness assertion in Theorem A follows from the work of Chen and Zhu [8].

3. Parabolic theory on conformally compact spaces

In this section we outline linear parabolic theory for uniformly degenerate operators on conformally compact manifolds. We just state the results we need here; sketches of proofs are deferred to Appendix A. The primary references for the material in this section are [22] and [1].

Let \((M, h)\) be a smoothly conformally compact asymptotically hyperbolic manifold as defined in the introduction. Suppose that \( x \) is a boundary defining function and that \( \{y^1, \ldots, y^n\} \) are coordinates on the boundary, extended to be constant in \( x \). We will refer to these coordinates as background coordinates. Note that in order to avoid additional notation we will occasionally use the convention \( x^0 = x, x^i = y^i, i = 1 \ldots n \) to generically refer to the coordinates as \( x^i \) when we do not need to keep track of normal/tangential directions. The metric \( h \) decomposes as

\[
h = \frac{dx^2 + \tilde{h}_{ab}(x, y) dy^a dy^b}{x^2},
\]

where the components of \( \tilde{h} \) are smooth up to the boundary.

The 0-vector fields are generated by

\[\{x \partial_x, x \partial_{y^1}, \ldots, x \partial_{y^n}\},\]

and form the basis of a vector bundle, the 0-tangent bundle \( \mathring{T}M \). We will also have occasion to discuss \( b \)-vector fields, which are generated by

\[\{x \partial_x, \partial_{y^1}, \ldots, \partial_{y^n}\}.\]
We will denote the space of smooth functions on $M$ by $C^\infty(M)$ and functions smooth up to the boundary by $C^\infty(M\bar{\partial})$. The vector bundle of symmetric 2-tensors on $M$ will be denoted $\Sigma^2(M)$. We will use $\frac{dx}{x}$ and $\frac{dy}{y}$ as the preferred basis for this bundle.

An operator $L$ on functions is uniformly degenerate of order $m$ if in local coordinates it is given by:

$$L = \sum_{j+|\beta|\leq m} a_{j,\beta}(x, y, t)(x\partial_x)^j(x\partial_y)^\beta,$$

where the coefficients $a_{j,\beta}$ are at least continuous up to the boundary. In order to use Albin’s heat calculus, we require that $a_{j,\beta}$ be smooth up to the boundary and independent of time.

The principal symbol of a uniformly degenerate operator $L$ is a homogeneous polynomial on $0T^*M$ given by

$$0\sigma(L)(\xi,\eta) = \sum_{j+|\beta|=m} a_{j,\beta} \xi^j \eta^\beta.$$

We say that $L$ is elliptic if $0\sigma(L)$ is invertible away from $(\xi,\eta) = 0$.

For the Ricci flow analysis, we will have to deal with systems of equations as our operators will act on the vector bundle of symmetric two tensors. An operator between tensor bundles $E$ and $F$ is uniformly degenerate if in local coordinates it may be written as a system:

$$(Lu)_i = \sum_{j+|\beta|\leq m} (a_{j,\beta})^k_i (x\partial_x)^j(x\partial_y)^\beta u_k,$$

where the coefficients $a_{j,\beta}$ are now entries of a $\dim F \times \dim E$ matrix that is at least continuous up to the boundary.

The principal symbol is defined as before. We will not need to consider the most general notions of ellipticity for systems as the Ricci flow system (2.2) is ‘diagonal’ at top order, i.e. $(a_{j,\beta})^k_j = (a_{j,\beta}) \cdot \delta^k_k$. From this we can see that all coupling occurs at lower order. We now say that $L$ is elliptic if $\dim F = \dim E$ and the symbol is invertible away from $(\xi,\eta) = 0$.

For the remainder of this section we suppose that $L$ is a second-order uniformly degenerate elliptic operator with diagonal principal symbol.

3.1. Function spaces

We work in the 0-Hölder spaces defined for example in [19,22,24]. We describe the anisotropic version of these Hölder function spaces, and refer the reader to the references for the purely spatial version. For any manifold $M$, the notation $MT$ will denote the cylinder $M \times [0, T]$. Fix a smoothly conformally compact metric $h$, which in the Ricci flow analysis, will be the initial metric. We assume a covering of $\overline{M}$ by background coordinates has been fixed.

Cover $M$ by a Whitney decomposition of countably many uniformly locally finite coordinate balls $B_i$ with center $(x_i, y_i)$ and radius $\frac{1}{2}x_i$. We will consider the product of each ball with a time interval $[0, T]$. For any $0 < a < 1$, consider the norm

$$\|u\|_{a, 2} := \|u\|_\infty + \sup_i \left\{ \frac{1}{|x-x'|^a |y-y'|^a} \sup_{(x, y, t) \neq (x', y', t) \in (B_i)_T} \frac{(x + x')^a |u(x, y, t) - u(x', y', t)|}{|x - x'|^a + |y - y'|^a}, \right.$$

$$\left. + \sup_{(x, y, t) \neq (x, y, t') \in (B_i)_T} \frac{|u(x, y, t) - u(x, y, t')|}{|t - t'|^{a/2}} \right\}.$$ 

The prefactor $x + x'$ comes from using the Euclidean metric in background coordinates instead of the intrinsic $g$-distance, see [24]. Note that we may also use an affine map $\psi_i : B_T \rightarrow (B_i)_T$ from a fixed standard cylinder $B_T$ to define these norms.

Let $C^a_{e,2}(MT)$ be the closure of $C^\infty(M\bar{\partial})$ with respect to this norm. We define $C^{k+a, \frac{k+a}{2}}_e(M\bar{\partial})$ to consist of all functions $u$ such that $(\partial_i)^j (x\partial_x)^j(x\partial_y)^\beta u \in C^a_{e,2}(MT)$ for all $2i + j + |\beta| \leq k$. Note that unlike $C^\infty(M\bar{\partial})$, the spaces $C^{k+a, \frac{k+a}{2}}_e(M\bar{\partial})$ and even $C^{k+a, \infty}_e(M\bar{\partial})$ have no tangential regularity at the boundary. We also weight these spaces: $u \in \chi^v C^{k+a, \frac{k+a}{2}}_e(M\bar{\partial})$ if and only if $u = \chi^v v$ for some $v \in C^{k+a, \frac{k+a}{2}}_e(M\bar{\partial})$. 


We will also need Hölder spaces of tensors. As previously stated, we use the vector fields $x\partial_x$ and $x\partial_y$, and covector fields $dx/x$ and $dy/y$ as a basis for bundles of tensors, and with this convention $\nabla^b$ involves only derivatives by the 0-vector fields. In this way a section of a tensor bundle is an element of a Hölder space if and only if its components are. Furthermore, for $j \leq k$

$$\left(\nabla^b\right)^j : x^\nu C^{k+a,\frac{j}{2}}_e(M_T; E) \to x^\nu C^{a,\frac{j}{2}}_e(M_T; E \otimes 0T^*M).$$

Finally, in what follows since we always deal with the bundle of symmetric 2-tensors, we will not explicitly mention it in the notation.

In our final regularity argument we will need weighted Hölder spaces that allow for tangential regularity. Following [25] we introduce a scale of spaces $C^{k+a,\frac{l}{2}}_e(M_T)$ which consists of elements $u \in C^{k+a,\frac{l}{2}}_e(M_T)$ such that $\partial_y^s u \in C^{k-s+a,\frac{l}{2}}_e(M_T)$ for $0 \leq s \leq l$. This is to say that up to $l$ of the $\partial_y$ 0-derivatives may be replaced by the tangential $\partial_y$ $b$-derivatives. We weight these spaces as before. Note that $C^{k+a,\frac{l}{2},0}_e(M_T) = C^{k+a,\frac{l}{2}}_e(M_T)$, the 0-Hölder space, and that $C^{k+a,\frac{l}{2},k}_e(M_T)$ is a Hölder space of $k$ $b$-derivatives.

In [19,22], elliptic estimates in 0-Hölder spaces are proved from scaling and classical interior elliptic estimates on the balls $B_1$, as the pullback of a uniformly degenerate elliptic operator under $\psi_i$ becomes uniformly elliptic. Similarly we may obtain parabolic estimates from scaling and classical parabolic estimates. In particular we have the following regularity result, see [16, Theorem 8.11.1, Theorem 8.12.1] for the classical parabolic statements.

**Proposition 3.1 (Parabolic regularity).** Let $L$ be a second-order uniformly degenerate elliptic operator. Suppose that $D^\gamma a_{j\beta} \in C^{a,\frac{2}{2}}_e(M_T)$ for $|\gamma| \leq k$, and $D^\gamma f \in C^{a,\frac{2}{2}}_e(M_T)$, $D^\gamma \phi \in C^{a}_e(M)$ for all $|\gamma| \leq k$. If $u \in C^{k+a,\frac{2}{2},0}_e(M_T)$ is a solution to $(\partial_t - L)u(\zeta, t) = f(\zeta, t)$ then $D^\gamma u \in C^{k+a,\frac{2}{2}}(M_T)$ for all $|\gamma| \leq k$.

**3.2. Parabolic Schauder estimates**

We now state the main facts from linear parabolic PDE theory that we need. We will be interested in the following problem

$$\left\{ \begin{array}{l}
(\partial_t - L)u(\zeta, t) = f(\zeta, t), \\
u(\zeta, 0) = 0.
\end{array} \right. \tag{3.1}$$

The basic result is

**Theorem 3.2.** Suppose $L$ is a second-order uniformly degenerate elliptic operator with time-independent coefficients. For every $f \in x^\mu C^{a,\frac{2}{2}}_e(M_T)$ there is a solution $u$ to (3.1) in $x^\mu C^{2+a,\frac{2}{2}}_e(M_T)$. Moreover, $u$ satisfies the parabolic Schauder estimate

$$\|u\|_{x^\mu C^{2+a,\frac{2}{2}}_e(M_T)} \leq K \|f\|_{x^\mu C^{a,\frac{2}{2}}_e(M_T)}. \tag{3.2}$$

The Schauder constant $K$ that appears in the statement depends on $T$ but remains bounded as $T \to 0$. Please see Appendix A for a proof.

**3.3. Mapping properties of the heat operator**

Given the homogeneous Cauchy problem

$$\left\{ \begin{array}{l}
(\partial_t - L)u(\zeta, t) = 0, \\
u(\zeta, 0) = \phi(\zeta),
\end{array} \right. \tag{3.3}$$

let $A$ denote the heat operator such that takes $\phi$ to the solution of this problem, i.e. $(A\phi)(\zeta, t) = u(\zeta, t)$. We also use the notation that $A = e^{tL}$. In Appendix A we describe how $A$ is given by an integration against a specific polyhomogeneous distribution on a certain manifold with corners that covers $M \times M \times \mathbb{R}^+$. The mapping properties of such
operators follow from the asymptotics at each of the boundary hypersurfaces. A key result that we will need is that if $V_b$ is a $b$-vector field and $A$ is a heat operator, then the commutator $[A, V_b]$ has the same asymptotics as $A$, and will enjoy the same mapping properties. See Proposition A.6 for a precise formulation.

Let $H$ denote the following time convolution of the heat operator

$$(Hf)(\xi, t) = \int_0^t e^{(t-s)L}f(\cdot, s)\, ds.$$ 

This operator provides a solution to the inhomogeneous Cauchy problem with zero initial data. The precise mapping properties we need are given in the following

**Proposition 3.3.** (See Corollary A.4.) If $\phi \in x^\mu C^\infty$ and $f \in x^\mu C^\infty$ then

1. $A\phi \in x^\mu C^\infty$.
2. $Hf \in x^\mu C^\infty$.

Once again we defer the proof to Appendix A.

### 4. Short-time existence

In this section we prove short-time existence of a solution to (2.2) in the 0-Hölder spaces. This is based on a contraction mapping argument.

We begin by making several observations that will be needed later. Let $E = R + R^{cc}$ be the curvature ‘error’ tensor for the conformally compact metric $h$, where $R^{cc}$ denotes the $+1$ constant curvature 4-tensor. By our convention for function spaces, if $h$ is smoothly conformally compact then

$$h = \bar{h}_{ij} \frac{dx^i}{x} \frac{dx^j}{x} \in C_c^{\infty}(M),$$

where we recall the convention that $(x^0, x^1, \ldots, x^n) = (x, y^1, \ldots, y^n)$.

We also have $E \in x C_c^{\infty}(M; T^4M)$ and thus $E \in x C_c^{\infty}(M; T^4M)$.

We need an expansion for the inverse of the metric. Suppose that $v \in x C_{e}^{k+a, k+a}$ with sufficiently small norm, then the symmetric 2-tensor $h + v$ will be invertible and $(h + v)^{-1} \in C_{e}^{k+a, k+a}(M_T)$. Furthermore, we document a useful expansion

$$(h + v)^{ab} = h^{ab} - h^{ai}h^{bm}v_{ml} + (h + v)^{bd}h^{am}h^{pq}v_{lp}v_{mq}. \quad (4.1)$$

#### 4.1. Conditioning the Ricci–DeTurck system

Here we pursue short-time existence of the normalized Ricci–DeTurck flow. We will look for a solution of the form

$$g_{ij}(x, y, t) = h_{ij}(x, y) + v_{ij}(x, y, t)$$

where $v_{ij} \in x C_{e}^{k+a, k+a}(M_T)$. The system (2.2) for $v$ may be written in the following way, which will facilitate treating the quasilinear system with a contraction mapping argument. Here we handle the quasi-linearity as a quadratic error. Let $\tilde{R}$ denote linear contractions whose precise formula is unimportant for what follows.

$$\begin{align*}
0 &= \partial_t v_{ij} - h^{ab}\tilde{\nabla}_a v_{bj} - (h + v)^{ab}(h + v)_{ij} + 2n(h + v)v_{ij} \\
&\quad - h^{ab}(h + v)_{ij}h^{pq}\tilde{R}_{japb} - (h + v)^{ab}(h + v)_{jp}h^{pq}\tilde{R}_{iapb} \\
&\quad + [(h + v)^{-1} * (h + v)^{-1} * \tilde{v}^a * \tilde{v}^b]_{ij},
\end{align*} \quad (4.2)$$

Note that in this expression we have switched curvature sign conventions from [30]. Shi lowers an index in the curvature tensor to the third slot whereas I lower to the fourth slot. The asterisk denotes linear contractions whose precise formula is unimportant for what follows.
Let us introduce notation for some of the terms above. Define

\[
\begin{align*}
(T_1v)_{ij} &:= ((h + v)^{ab} - h^{ab})\tilde{\nabla}_a \tilde{\nabla}_b v_{ij}, \\
(T_2v)_{ij} &:= 2n(h_{ij} + v_{ij}) + \left(- (h + v)^{ab} (h + v)_{ij} h^{pq} \tilde{R}_{jaqb} - (h + v)^{ab} (h + v)_{jp} h^{bq} \tilde{R}_{iaqb}\right), \\
(T_3v)_{ij} &:= (h + v)^{-1} \ast (h + v)^{-1} \ast \tilde{\nabla} v \ast \tilde{\nabla} v.
\end{align*}
\]

We begin by studying the various mapping properties of the terms of this equation. Much of the argument depends on the special algebraic structure of these equations. We introduce the following notation. We will say various terms we find need at the end of this section. Note that indices on \(Q\) derivatives. We will loosely refer to this dependence as being ‘quadratic’, and we will make precise the estimates we need at the end of this section. Note that indices on \(Q\) index the term of origin in the decomposition above.

**Lemma 4.1.**

\[
T_1v = Q_1(v), \quad \text{and} \quad Q_1 : x^v C^{k+a; \frac{k+3}{2}}(\overline{M}_T) \to x^{2v} C^{k-2+a; \frac{k-2+3}{2}}(\overline{M}_T).
\]

**Proof.** We begin by applying the expansion for the inverse in Eq. (4.1)

\[
\begin{align*}
(T_1v)_{ij} &:= ((h + v)^{ab} - h^{ab})\tilde{\nabla}_a \tilde{\nabla}_b v_{ij} \\
&= (h^{ab} - h^{al} h^{bm} v_{ml} + (h + v)^{bl} h^{am} h^{pq} v_{ip} v_{mq} - h^{ab}) \tilde{\nabla}_a \tilde{\nabla}_b v_{ij} \\
&= h^{-1} \ast h^{-1} \ast \tilde{\nabla}^2 v (h + v)^{-1} \ast h^{-1} \ast \tilde{\nabla}^2 v, \\
\end{align*}
\]

which shows the expression is quadratic in \(v\). Noting that \(h^{-1} \in C^\infty_c(M)\) and \(v \in x^v C^{k+a; \frac{k+3}{2}}(\overline{M}_T)\), we see that while we lose two 0-derivatives we gain decay in \(x\), i.e. \(Q_1 v \in x^{2v} C^{k-2+a; \frac{k-2+3}{2}}(\overline{M}_T)\).

The expression for \(T_2\) simplifies considerably. Note that in order to recognize the Lichnerowicz Laplacian below we will not suppress indices in the expression that follows.

**Lemma 4.2.**

\[
\begin{align*}
(T_2v)_{ij} &= 2E_{ij} + 2n v_{ij} + v_{ip} \tilde{R}_c j^p + v_{jp} \tilde{R}_c i^p + 2v_{ml} \tilde{R}^m_{ij} + Q_2(v)_{ij}. \\
Q_2 : x^v C^{k+a; \frac{k+4}{2}}(\overline{M}_T) \to x^{2v} C^{k-2+a; \frac{k-2+4}{2}}(\overline{M}_T).
\end{align*}
\]

**Proof.** By applying the expansion for the inverse to terms in \(T_2\) we find the expression contains inhomogeneous terms as well as terms linear in \(v\) which we must separate from the main expression. In particular, considering one of the constituent terms in \(T_2\) we find

\[
-(h + v)^{ab} (h + v)_{jp} h^{pq} \tilde{R}_{jaqb} = -(h + v)^{ab} (h + v)_{jp} \tilde{R}_{jaqb}^p
\]

\[
= -(h^{ab} - h^{al} h^{bm} v_{ml} + (h + v)^{bl} h^{am} h^{pq} v_{ip} v_{mq})(h_{ip} + v_{ip}) \tilde{R}_{jaqb}^p
\]

\[
= \tilde{R}_{ci j} + v_{ip} \tilde{R}_c j^p + v_{jp} \tilde{R}_c i^p - 2v_{ml} \tilde{R}^m_{ij} + Q_2(v)_{ij},
\]

where \(\tilde{R}\) in this calculation denotes the \((1, 3)\) tensor. One may check that the final quadratic contraction terms map \(x^v C^{k+a; \frac{k+4}{2}}(\overline{M}_T) \to x^{2v} C^{k-2+a; \frac{k-2+4}{2}}(\overline{M}_T)\).

Consequently,

\[
-(h + v)^{ab} (h + v)_{jp} h^{pq} \tilde{R}_{jaqb} - (h + v)^{ab} (h + v)_{jp} h^{pq} \tilde{R}_{iaqb}
\]

\[
= 2\tilde{R}_{ci j} + v_{ip} \tilde{R}_c j^p + v_{jp} \tilde{R}_c i^p - 2v_{ml} \tilde{R}^m_{ij} + Q_2(v)_{ij}.
\]

Note that by the curvature asymptotics \(\tilde{R}_{ci j} = -nh_{jj} + E_{ij}\) where \(E_{ij} \in x C^\infty_c(\overline{M})\). Therefore, re-assembling \(T_2\) we find
\[ (T_2 v)_{ij} = 2E_{ij} + 2n v_{ij} + v_{ij} p \tilde{R}_c j^p + v_{jp} \tilde{R}_c i^p - 2v_{ml} \tilde{R}_m^i j^l + Q_2 (v)_{ij}. \]

The third term requires no additional conditioning.

**Lemma 4.3.**

\[ (T_3 v)_{ij} = Q_3 (v), \quad \text{and} \quad Q_3 : x^v C^{k+a; \frac{k+a}{2}} (M_T) \to x^{2v} C^{k-1+a; \frac{k-1+a}{2}} (M_T). \]

The preceding lemmas allow us to condition the equation for \( v \) further. We now move the terms linear in \( v \) to the other side of the equation. We also have from [9] that the term \( h^{ab} \tilde{\nabla}_a \tilde{\nabla}_b v_{ij} \) is the rough Laplacian on 2-tensors. In fact, we see the linear elliptic part of the equation is the Lichnerowicz Laplacian on 2-tensors,

\[ L = \Delta^h v_{ij} + 2n v_{ij} = h^{ab} \tilde{\nabla}_a \tilde{\nabla}_b v_{ij} + v_{ij} p \tilde{R}_c j^p + v_{jp} \tilde{R}_c i^p - 2v_{ml} \tilde{R}_m^i j^l + 2n v_{ij}. \]

We may write:

\[ \begin{cases} \partial_t v_{ij} - (Lv)_{ij} = Q v_{ij} + 2E_{ij}, \\ v_{ij}(0) = 0. \end{cases} \]

(4.3)

For the remainder of the argument we drop indices.

To summarize the argument so far, we have conditioned the flow equations to recognize a strongly parabolic equation for the metric. As the quadratic terms \( Q \) depend on \( v \) and up to its first two covariant derivatives in a polynomial fashion, there is a constant \( C > 0 \) depending on the algebraic structure of \( Q \) such that for all \( u, v \in x^\mu C^{2+a; \frac{2}{2}} (M_T), \)

\[ \begin{align*}
& \|Q(v)\|_{x^\mu C^{a\frac{\mu}{2}} (M_T)} \leq C \|v\|^2_{x^\mu C^{2+a; \frac{\mu}{2}} (M_T)}, \\
& \|Q(u) - Q(v)\|_{x^\mu C^{a\frac{\mu}{2}} (M_T)} \leq C \max \{\|u\|_{x^\mu C^{2+a; \frac{\mu}{2}} (M_T)}, \|v\|_{x^\mu C^{2+a; \frac{\mu}{2}} (M_T)}\} \|u - v\|_{x^\mu C^{2+a; \frac{\mu}{2}} (M_T)}.
\end{align*} \]

(4.4)

(4.5)

Note in these estimates that we are relaxing control of one time derivative. This will facilitate the contraction mapping argument given in the next section. Note also that this part of the argument will not explicitly use the gain of decay by \( Q \).

In the regularity argument of Section 5, we will need this additional decay. We conclude this section with the following lemma.

**Lemma 4.4.** All of the quadratic mapping terms satisfy

\[ Q : x^v C^{k+a; \frac{k+a}{2}} (M_T) \to x^{2v} C^{k-2+a; \frac{k-2+a}{2}} (M_T). \]

Moreover, we have

- if \( w = w' + w'' \), where \( w' \in x^v C^{k+a; \frac{k+a}{2}} (M_T) \) and \( w'' \in x^\mu C^{k+a, \frac{k+a}{2}} (M_T) \) \((v < \mu)\), then
  \[ Q(w) \in x^{2v} C^{k-2+a, \frac{k-2+a}{2}} (M_T) + x^{\mu+v} C^{k-2+a, \frac{k-2+a}{2}} (M_T), \]

- if \( w = w' + w'' \), where \( w' \in x^v C^{\infty} (\overline{M_T}) \) and \( w'' \in x^\mu C^{k+a, \frac{k+a}{2}} (M_T) \) \((v < \mu)\), then
  \[ Q(w) \in x^{2v} C^{\infty} (\overline{M_T}) + x^{\mu+v} C^{k-2+a, \frac{k-2+a}{2}} (M_T). \]

**Proof.** The first mapping property stated follows from the previous lemmas. We need only check the final mapping properties. These are straightforward to check as \( \tilde{\nabla} \) acts by 0-derivatives thus preserves the order of decay. The explicit contraction structure of each of the terms that form \( Q \) are:

\[ Q_1 v = h^{-1} * h^{-1} * v * \tilde{\nabla}^2 v, \]
\[ Q_2 v = h^{-1} * h^{-1} * v * v * \tilde{\nabla}, \]
\[ Q_3 v = (h + v)^{-1} * (h + v)^{-1} * \tilde{\nabla} v * \tilde{\nabla} v. \]

Inserting \( w = w' + w'' \) into the expression we find the cross terms have the decay expected of \( w' * w'' \). \( \square \)
The contraction mapping argument

We now explain the contraction mapping argument that leads to short-time existence for Eq. (4.3). Write the heat operator for $\partial_t - L$ as $e^{tL}$. Apply Duhamel’s principle to (4.3) to get an equivalent integral equation

$$v(t) = \int_0^t e^{(t-s)L}(E + Q(v))\,ds.$$  

(4.6)

Note the definition of the map $\Psi$ in the displayed equation above.

For a parameter $\mu$ and $T$ to be specified, define a subspace $Z_{\mu,T}$ of $x\mathcal{C}^{2,a,\frac{2}{2}}_{e}(M_T)$ by

$$Z_{\mu,T} = \{u \in x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T) : u(x,0) = 0, \|u\|_{x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)} \leq \mu\}.$$  

This is a closed subset of a Banach space.

Suppose that $u \in Z_{\mu,T}$, it follows that $v = \Psi u$ is a solution to

$$\begin{cases}
(\partial_t - L)v = Q(u) + E, \\
v(0) = 0.
\end{cases}$$  

As $Q(u) + E \in x\mathcal{C}^{a,\frac{4}{2}}_{e}(M_T)$, the Schauder estimate implies $v \in x\mathcal{C}^{2+a,1+\frac{4}{2}}_{e}(M_T) \subset x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)$, and so

$$\Psi : Z_{\mu,T} \to x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T).$$  

We now prove that $\Psi$ in fact maps $Z_{\mu,T}$ to itself and is a contraction for $\mu$ and $T$ sufficiently small.

Lemma 4.5. $\Psi : Z_{\mu,T} \to Z_{\mu,T}$ for $\mu$ and $T$ sufficiently small.

Proof. To begin, let $u \in Z_{\mu,T}$ and set

$$v_1 := \int_0^t e^{(t-s)L}Q(u)\,ds,$$

$$v_2 := \int_0^t e^{(t-s)L}E\,ds.$$  

Consider $v_1$. This is a solution to

$$\begin{cases}
(\partial_t - L)v_1 = Q(u), \\
v_1(0) = 0.
\end{cases}$$  

The Schauder estimate, followed by the estimates for $Q$ given by Eqs. (4.4) and (4.5) gives

$$\begin{align*}
\|v_1\|_{x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)} &\leq \|v_1\|_{x\mathcal{C}^{2+a,1+\frac{4}{2}}_{e}(M_T)} \\
&\leq K \|Qu\|_{x\mathcal{C}^{a,\frac{4}{2}}_{e}(M_T)} \\
&\leq KC \|u\|^2_{x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)} \\
&\leq KC\mu \|u\|_{x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)}.
\end{align*}$$

Taking $\mu$ sufficiently small allows us to force $KC\mu < \frac{1}{2}$. So $\|v_1\|_{x\mathcal{C}^{2+a,\frac{2}{2}}_{e}(M_T)} \leq \frac{\mu}{2}$. Note that this same $\mu$ works if we shrink $T$.

Regarding $v_2$, note that this is a solution to
\[
\begin{aligned}
& \left\{ \begin{array}{l}
(\partial_t - L)v_2 = E, \\
v_2(0) = 0.
\end{array} \right.
\end{aligned}
\]

We recall that \(E\) and the coefficients of \(L\) are smooth, time-independent and have bounded 0-derivatives of all orders, and so by parabolic regularity any finite number of derivatives of \(v_2\) are bounded. Fixing any \(\zeta\) we may write
\[
v_2(\zeta, t) = \int_0^t E(\zeta) + L v_2(\zeta, s) \, ds, \quad t \in [0, T).
\]

We may now estimate the \(x C_e^{2+\alpha,1+\frac{d}{2}}(M_T)\) norm of \(v_2\). The \(L^\infty\) norm of spatial derivatives may be controlled through the Schauder estimates by the norm of \(E\), and can be made as small as we like by choosing \(T\) sufficiently small. Further, as the time derivative of \(v_2\) is bounded and \(v_2(x, 0) = 0\), the \(C_a, a_2 e (MT)\) norm of \(v_2\) can be made arbitrarily small by choosing \(T\) sufficiently small. We conclude for \(T\) small enough
\[
\|v_2\|_{xC^{2+\alpha, a_2 e (MT)}} \leq \frac{\mu}{2}.
\]

Thus \(\Psi : Z_{\mu,T} \rightarrow Z_{\mu,T}\) for \(t \in [0, T]\).

**Lemma 4.6.** For the \(\mu\) and \(T\) specified in the previous lemma, \(\Psi : Z_{\mu,T} \rightarrow Z_{\mu,T}\) is a contraction.

**Proof.** Schauder’s estimate applied to \(\Psi u - \Psi v\) implies
\[
\|\Psi u - \Psi v\|_{xC_e^{2+\alpha, a_2 e (MT)}} \leq K \|\Psi u - \Psi v\|_{xC_e^{2+\alpha,1+\frac{d}{2}}(M_T)} \\
\leq K \|u - v\|_{xC_e^{2+\alpha, a_2 e (MT)}} \\
\leq KC \max\{\|u\|_{xC_e^{2+\alpha, a_2 e (MT)}}, \|v\|_{xC_e^{2+\alpha, a_2 e (MT)}}\} \|u - v\|_{xC_e^{2+\alpha, a_2 e (MT)}} \\
\leq KC \mu \|u - v\|_{xC_e^{2+\alpha, a_2 e (MT)}}.
\]

Where \(K\) and \(C\) are the same constants from the previous proof. Consequently \(KC \mu < \frac{1}{2}\), and \(\Psi\) is a contraction.

We are now ready to prove the existence of a solution to the Ricci–DeTurck flow with full 0-regularity.

**Theorem 4.7.** If \(h\) is a smoothly conformally compact metric, then there exists \(T > 0\) and a solution \(g \in C_e^{\infty,\infty}(M_T)\) to (2.2).

**Proof.** The existence of a solution to (4.3) in \(Z_{\mu,T}\) follows from the Banach fixed point theorem. The Schauder estimate applied to the fixed point equation shows that the solution lies in \(C_e^{2+\alpha, 2+\frac{d}{2}}(M_T)\). This short-time solution yields a solution in the same space to the Ricci–DeTurck flow by taking \(g = h + v\). We now improve the regularity by using a bootstrap procedure, applied to the system (2.2). We may write this abstractly as
\[
\partial_t g + \sum_{|\beta| = 0}^2 a_\beta(h, g) D^\beta g,
\]
where the coefficients \(a_\beta\) at worst satisfy \(D^\gamma a_\beta \in C^{a, \frac{d}{2}}(M_T)\), for \(|\gamma| = 1\). By parabolic regularity (cf. Proposition 3.1) we conclude \(D^\gamma g \in C^{2+\alpha, 2+\frac{d}{2}}(M_T)\) for all \(|\gamma| = 1\), which allows us to improve the spatial regularity. By bootstrapping, and then using the equation to improve regularity in time, we find \(g \in C^{\infty, \infty}(M_T)\). \(\Box\)
5. Beyond 0-regularity

In the previous section we proved short-time existence of the Ricci–DeTurck flow starting at a smoothly conformally compact metric. The solution was constructed in 0-Hölder spaces and is smooth in time and 0-derivatives. We can expect more as the inhomogeneous terms in Eq. (4.6) are smooth up to the boundary with respect to background derivatives. In this section we prove the solution remains smoothly conformally compact on the entire interval of existence. The arguments of this section are modeled on the arguments in [23].

We begin by writing (4.6) more compactly as

$$v = HE + HQv,$$

(5.1)

where $H$ is the time convolution of the heat operator appearing in (4.6).

We begin by documenting the mapping properties of $H$ on the $C^{k+a, k+a/2}_b(M_T)$ spaces.

Lemma 5.1.

$$H : x_\mu C^{k+a, k+a/2}_b(M_T) \to x_\mu C^{k+a, k+a/2}_b(M_T), \quad l \leq k.$$

Proof. When $l = 0$, the mapping properties follow from the Schauder estimate, Theorem 3.2. The new content here is that $H$ preserves tangential regularity.

Suppose that $f \in x_\mu C^{k+a, k+a/2}_b(M_T)$. Taking an arbitrary $b$-derivative of $Hf$, we write

$$\partial_y(Hf) = H(\partial_y f) + [H, \partial_y]f.$$

Since $\partial_y f \in x_\mu C^{k-1+a, k+a}_b(M_T)$, and $H : x_\mu C^{k-1+a, k+a}_b(M_T) \to x_\mu C^{k+a, k+a/2}_b(M_T)$, the first term lies again in $x_\mu C^{k+a, k+a/2}_b(M_T)$. For the second term, by Proposition A.6, $[H, \partial_y]$ has the same mapping properties as $H$, and again maps $x_\mu C^{k+a, k+a/2}_b(M_T)$ to a subset of $x_\mu C^{k+a, k+a/2}_b(M_T)$. This implies that $\partial_y(Hf) \in x_\mu C^{k+a, k+a/2}_b(M_T)$, and so

$$Hf \in C^{k+a, k+a/2}_b(M_T).$$

The remainder of the proof proceeds by iteration. \(\square\)

The next proposition shows that a solution to the normalized Ricci–DeTurck flow is smooth in $b$-derivatives.

Proposition 5.2. Let $g$ be a solution to (2.2) in $C^{k+a, k+a/2}_e(M_T)$, with $h$ smoothly conformally compact. Then $g(t)$ lies in $C^{k+a, k+a/2}_e(M_T)$ for all $t \in [0, T)$.

Proof. Consider the term $HE$ in Eq. (5.1). As $h$ is smoothly conformally compact, $E \in xC^\infty(\bar{M}_T)$. Now $H$ preserves polyhomogeneity via Proposition 3.3, and so $HE \in xC^\infty(\bar{M}_T)$. Thus we need only focus on the second term.

In order to handle the term $HQv$ we take advantage of the improved decay of $Qv$. If $v \in xC^{k+a, k+a/2}_e(M_T)$, then $Qv \in x^2 C^{k-2+a, k+a/2}_e(M_T)$, which $H$ maps to $x^2 C^{k+a, k+a/2}_e(M_T)$. Consequently, taking any $b$-derivative of $HQv$ yields

$$\partial_y HQv = x^{-1}(x\partial_y(HQv)) \in xC^{k-1+a, k+a/2}_e(M_T),$$

which shows a gain of one tangential derivative so that

$$HQv \in xC^{k+a, k+a/2}_e(M_T).$$

This argument iterates $k$-times and we indicate the next step. Apply Eq. (5.1) and Lemma 4.4 to obtain

$$v = HE + HQ(HE + HQv) \in xC^\infty(\bar{M}_T) + x^3 C^{k+a, k+a/2}_e(M_T),$$

and so $v \in xC^{k+a, k+a/2}_e(M_T)$. \(\square\)

We now state the main regularity result of this paper.
Theorem 5.3. Let $g$ be a solution to (2.2) in $C^{\infty, \infty}_c(M_T)$, with $h$ smoothly conformally compact. Then $g(t)$ is smoothly conformally compact for all $t \in [0, T)$.

**Proof.** By Proposition 5.2 we have that $g(t)$ is fully tangentially regular, i.e. $v \in C^{\infty, \infty, \infty}(M_T)$. It remains to show that $v$ is smooth up to the boundary, i.e. $v \in C^{\infty}(\overline{M_T})$.

We will now use the structure of the heat kernel as a polyhomogeneous distribution to prove polyhomogeneity of $v$. Given that $v \in C^{\infty, \infty, \infty}(M_T)$ satisfies

$$v = HE + H Q v.$$  

We see that $Q v \in x^2 C^{\infty, \infty, \infty}(M_T)$, and so we may decompose $v$ as

$$v = v' + v'' \in C^\infty(\overline{M_T}) + x^2 C^{\infty, \infty, \infty}(M_T).$$

We now insert this back into (5.1). Using Lemma 4.4, we find

$$Q(v' + v'') = x^2 C^\infty(\overline{M_T}) + x^3 C^{\infty, \infty, \infty}(M_T).$$

Eq. (5.1) now lets us conclude

$$v \in x C^{\infty}(\overline{M_T}) + x^3 C^{\infty, \infty, \infty}(M_T).$$

Iterating we conclude $v \in x C^{\infty}(\overline{M_T})$.

Finally, we have proved $v \in x C^{\infty}(\overline{M_T})$, i.e. that

$$v = x \overline{\nu}_{ij} \frac{dx^i}{x} \frac{dx^j}{x},$$

where $\overline{\nu}_{ij}$ is smooth up to the boundary, and we remind the reader of the convention $(x^0, x^1, \ldots, x^n) = (x, y^1, \ldots, y^n)$. So now $x^2 v = x \overline{\nu}_{ij} dx^i dx^j$ and consequently $g = h + v$ is smoothly conformally compact. □

We note that $\tilde{g} = x^2 g = (\overline{h}_{ij} + x \overline{\nu}_{ij}) dx^i dx^j$, so that $|dx|^2_{\tilde{g}} = 1$ on $\partial M$, so that $g$ is asymptotically hyperbolic. Combining Theorem 4.7 and Theorem 5.3 completes the proof of Theorem A.

We conclude this section by remarking that it is possible to relax the condition that the initial metric $h$ be smoothly conformally compact. Our entire argument applies to certain polyhomogeneous initial metrics as well. The heat kernel analysis from Appendix A and the heat kernel mapping properties extend to this case in a straightforward manner.

6. Stability about admissible Einstein metrics

In this section we adapt the arguments from [29] to prove stability of the normalized Ricci–DeTurck flow near $\eta$-admissible Einstein metrics.

The main idea is to replace the background hyperbolic metric on the ball used in [29] with an $\eta$-admissible Einstein metric, $\eta$. The existence arguments in [29, Theorem 2.4] works with a such a complete Einstein metric in place of the hyperbolic metric. In order to obtain the long-time existence and convergence result, we must adapt the $L^2$ estimate for the difference of the solution of the flow with the background metric due to the ‘curvature error’ terms, whose magnitude is measured by $\eta$, that arise. There is sufficient room in the main estimate to allow for metrics with $\eta$ sufficiently small. To this end, we replace [29, Lemma 2.2] with the following

**Lemma 6.1.** Suppose that $g \in \mathcal{M}^\infty(\mathbb{B}^{n+1}, (0, T))$ is a solution to the normalized Ricci–DeTurck flow which is $\varepsilon$-close to $h$, where $h$ is an $\eta$-admissible Einstein metric and $\varepsilon$ is sufficiently small. Then

$$\partial_t |g - h|^2 \leq g^{ij} \overline{\nabla}_i \overline{\nabla}_j |g - h|^2 - (2 - \varepsilon)|\overline{\nabla}(g - h)|^2 + (4 + \varepsilon + b(n)\eta)|g - h|^2, \quad (6.1)$$

where $b(n)$ is a constant depending on $n$, and where any constant $c(n)\varepsilon$ is replaced with $\varepsilon$, and norms and covariant derivatives are with respect to $h$. 

Proof. Choose \( h \)-normal coordinates at any point \( p \) and write \( h_{ij} = \delta_{ij}, \) then diagonalize \( g \) at \( p \) to write \( g_{ij} = \lambda_i g_{ij}, \) where \( \lambda_i > 0. \) Note that we drop Einstein summation convention as we use this expression in the remainder of the proof.

Note that for a metric \( g \) \( \varepsilon \)-close to \( h \), the eigenvalues of \( g \) with respect to \( h \) satisfy \( (1 + \varepsilon)^{-1} \leq \lambda_i \leq 1 + \varepsilon. \)

Set \( Z = g - h. \) We compute using Eq. (2.2)

\[
\partial_t |Z|^2 = 2 \sum_i (g_{ii} - h_{ii}) \partial_t g_{ii} - 2 \sum_i (g_{ii} - h_{ii}) (g^{ab} \tilde{\nabla}_a \tilde{\nabla}_b g_{ii} + 2 g^{ab} g_{lp} h^{pq} E_{iaqb} + 2 (h_{ii} - g_{ii}) + 2 g_{ii} g^{ab} (h_{ab} - g_{ab}) + [g^{-1} \ast g^{-1} \ast \tilde{\nabla} g \ast \tilde{\nabla} g]_{ii}),
\]

where \( E \) represents the curvature deviation from hyperbolic space: \( E = R + R^{cc}. \)

We now estimate exactly as in [29]. The only new ingredient are the curvature error terms. Given an index \( i \), we find the expression for \( 2 \sum_i (g_{ii} - h_{ii}) \partial_t g_{ii} \) contains

\[
2 \sum_{i,q} (g_{ii} - h_{ii}) g^{ab} g_{lp} h^{pq} E_{iaqb} = 4 \sum_i (g_{ii} - h_{ii}) g^{ab} g_{iq} E_{iaqb} = 4 \sum_i (\lambda_i - 1) \lambda_i g^{ab} E_{iaib} = -4 \sum_i (\lambda_i - 1) \lambda_i g^{ab} E_{aiib} = -4 \sum_i (\lambda_i - 1) \lambda_i \sum_j (\lambda_j^{-1} - 1) E_{jiij},
\]

where in the last line we used the fact that since \( h \) is Einstein \( \sum_j E_{jiij} = 0. \) Noting from symmetries of the curvature tensor that \( E_{iiii} = 0, \) we find

\[-4 \sum_i (\lambda_i - 1) \lambda_i \sum_j (\lambda_j^{-1} - 1) E_{jiij} = 4 \sum_{i \neq j} \lambda_i \lambda_j^{-1} (\lambda_i - 1)(\lambda_j - 1) E_{jiij}.\]

Estimating using the \( h \)-norm yields

\[
\left| -4 \sum_i (\lambda_i - 1) \lambda_i \sum_j (\lambda_j^{-1} - 1) E_{jiij} \right|_h = 4 \sum_{i \neq j} \lambda_i \lambda_j^{-1} (\lambda_i - 1)(\lambda_j - 1) E_{jiij} \leq \left( \max_{i,j} |E_{jiij}|_h \right) b(n)|Z|^2 \leq \eta b(n)|Z|^2. \quad \square
\]

In order to proceed we must replace the McKean inequality used in [29] for the infimum of the \( L^2 \) spectrum of the hyperbolic Laplacian on functions with its counterpart for a conformally compact Einstein metric. By a result of Lee [18], if \( h \) is at least \( C^{3,\alpha} \) conformally compact with smooth conformal infinity, and the conformal infinity has positive Yamabe invariant, then \( \lambda_0(h) = n^2/4. \)

We now obtain \( L^2 \) control of \( |g(t) - h| \) by modifying [29, Theorem 3.1]. Let \( \eta(n) = \frac{1}{8\delta(n)}, \) where \( b(n) \) is the constant appearing in the previous lemma. We assume that for \( 0 < \eta < \eta(n) \) that we have a fixed \( \eta \)-admissible Einstein metric.

**Theorem 6.2.** Let \( n \geq 3. \) There exists \( \delta_0 = \delta_0(n) > 0 \) such that if \( g \in \mathcal{M}^{\infty}(B_R, [0, T)) \) is a solution to the normalized Ricci–DeTurck flow with \( g = h \) on \( \partial B_R(0) \times [0, T) \) and \( \sup_{B_R(0) \times [0, T)} |g - h| \leq \delta_0, \) then
\[
\int_{BR(0)} |g(t) - h|_h^2 \, dvol_h \leq e^{-at} \int_{BR(0)} |g(0) - h|_h^2 \, dvol_h, \quad \text{for some } a \geq 1/4.
\]

**Proof.** Assume that \( \delta_0 \) is so small that \( g \) is \( \varepsilon \)-close to \( h \).

We compute using Lemma 6.1,

\[
\frac{\partial t}{\partial t} \int_{BR(0)} |Z| dvol_h \leq \int_{BR(0)} g^{ij} \tilde{\nabla}_i \tilde{\nabla}_j |Z|^2 - (2 - \varepsilon) |\tilde{\nabla} Z|^2 + (4 + \varepsilon + \eta) |Z|^2 \, dvol_h.
\]

After integrating by parts and estimating as in [29], we obtain

\[
\frac{\partial t}{\partial t} \int_{BR(0)} |Z| dvol_h \leq \int_{BR(0)} -(2 - \varepsilon) |\tilde{\nabla} Z|^2 + (4 + \varepsilon + b(n)\eta) |Z|^2 \, dvol_h.
\]

We now use the eigenvalue estimates described above. Kato’s inequality implies that \( |\tilde{\nabla}|Z||^2 \leq |\tilde{\nabla} Z|^2 \). Further,

\[
\int_{BR(0)} |\tilde{\nabla} Z|^2 \, dvol_h \geq \lambda_0(B_R(0)) \int_{BR(0)} |Z|^2 \, dvol_h
\]

where \( \lambda_0(B_R(0)) \geq \lambda_0(h) = \frac{n^2}{4} \). So now,

\[
\int_{BR(0)} -(2 - \varepsilon) |\tilde{\nabla} Z|^2 \leq \int_{BR(0)} -(2 - \varepsilon) |\tilde{\nabla} Z|^2 \, dvol_h
\]

\[
\leq \int_{BR(0)} -(2 - \varepsilon) \frac{n^2}{4} |Z|^2 \, dvol_h
\]

\[
= \left(-\frac{n^2}{2} + \varepsilon\right) \int_{BR(0)} |Z|^2 \, dvol_h.
\]

Finally, we obtain

\[
\frac{\partial t}{\partial t} F \leq \left(-\frac{n^2}{2} + \varepsilon + 4 + b(n)\eta\right) F,
\]

where \( F = \int_{BR(0)} |Z|^2 \, dvol_h \).

We must have \(-\frac{n^2}{2} + \varepsilon + 4 + b(n)\eta < 0\) in order to get an exponential decay estimate. Thus we can take \( \varepsilon \) so small that (say) \( \varepsilon < 1/8 \). Since \( b(n)\eta < 1/8 \) and \( n \geq 3 \), we see \(-\frac{n^2}{2} + \varepsilon + 4 + b(n)\eta \leq -\frac{1}{2} + \frac{1}{4} = -\frac{1}{4} \). \( \square \)

We now have all of the new ingredients needed to prove Theorem B. Let \( 0 < \eta < \eta(n) \) and \( h \) be an \( \eta \)-admissible Einstein metric. We proceed exactly as in [29, Theorem 3.4].

**Appendix A. More on linear parabolic PDE theory**

In this appendix we give more detail surrounding linear parabolic theory on conformally compact asymptotically hyperbolic manifolds. Our approach to understanding these operators is based on the edge heat calculus developed in [1]. Note that in this appendix we deal exclusively with the 0-case but the arguments generalize in a straightforward manner to the full complete edge case.

The point of view we adopt is that for a second-order uniformly degenerate elliptic operator with time-independent coefficients, we can explicitly construct the heat kernel as a polyhomogeneous distribution on an appropriate manifold with corners that covers \( M \times M \times \mathbb{R}^+ \). In this section we will first describe this blow up space. We then proceed to discuss the heat kernel as constructed in [1]. We then prove several mapping properties of these kernels. We conclude by proving Schauder type estimates.
We now introduce the appropriate blow-up spaces for the construction of the heat kernel. First we define the 0-double space: $M^2_e$, originally introduced in [22] for the elliptic edge calculus. This is a manifold with corners that covers $M^2$, and is obtained by introducing polar coordinates around the submanifold

$$\partial M \times_B \partial M = \{(w, w') \in \partial M \times \partial M : w = w'\}.$$ 

So $M^2_e = [M \times M; \partial M \times_B \partial M]$. This will introduce three new boundary hypersurfaces; following Albin we denote these by $B_{11}$ (the front face), $B_{01}$ (the right boundary) and $B_{10}$ (the left boundary). We denote the blow-down map

$$\beta_e : M^2_e \to M^2,$$

and the edge diagonal by

$$\text{diag}_e = \beta_e^{-1}(\text{diag} \setminus \partial M \times_B \partial M).$$

We describe the edge double space in terms of coordinate charts. In the interior of $M^2_e$ we may use the usual coordinates

$$(x, y), \ (x', y') = (\zeta, \zeta'),$$

where $y$ will always denote coordinates along $B$ and $z$ will always denote coordinates along $F$. We will favor the following projective coordinates for $M^2_e$, defined away from $B_{10}$ and that express the edge diagonal easily are given by

$$(x, y, z), \ (s := \frac{x'}{x}, v := \frac{y' - y}{x}).$$

Note that in these coordinates, $s = 0$ is a defining function for $B_{01}$ and $x = 0$ for the front face (away from $B_{10}$). By reversing the roles of $x$ and $x'$ in the obvious manner, one may obtain a second chart covering the remainder of $M^2_e$.

We now introduce the heat space $HM^2_e$. This is given by a parabolic blow up of the manifold $M^2_e \times \mathbb{R}_+$ along the submanifold $\text{diag}_e \times [0]$. This gives us a number of new boundary hypersurfaces. We keep Albin’s notation for these, illustrated in Fig. 1.

We now discuss the coordinate systems we can use on $HM^2_e$. In what follows we work away from $B_{10,0}$ (i.e. away from $x = 0$). Near $B_{11,0}$, and away from $B_{00,1}$ we can use

$$(x, y), \ (s' := \frac{x'}{x}, v' := \frac{y' - y}{x}), \ \tau := t^{1/2}.$$

Near $B_{11,0}$ and the ‘top’ of $B_{00,2}$ we may use

$$((x, y), \ (s'^{'} := \frac{x'}{x}, v'^{'} := \frac{y' - y}{x}), \ \tau' := t'^{1/2}).$$
\[(S, U), \zeta', \tau) := \left( \left( \frac{x - x'}{x^{1/2}t^{1/2}}, \frac{y - y'}{x^{1/2}t^{1/2}} \right), (x', y'), t^{1/2} \right). \tag{A.2} \]

In these coordinates, \(x' = 0\) defines the \(B_{11,0}\) and \(\tau = 0\) defines \(B_{00,2}\). Finally, near \(B_{11,0}\) and the ‘bottom’ of \(B_{00,2}\), close to \(B_{00,1}\) we appear to need to introduce another coordinate system. However, we observe that this region is reached using the above coordinates as \(|(S, U)| \to +\infty\). We will soon see that our heat kernels vanish to infinite order along this boundary.

We will denote the full blow-down map \(\beta : H M^2_e \to M^2 \times \mathbb{R}^+\).

Given a manifold with corners \(M\), \(C^\infty(M)\) denotes functions on \(M\) that are smooth in the interior and smooth up to all boundary hypersurfaces. The space \(\hat{C}^\infty(M)\) will denote smooth functions vanishing to all orders at the boundary hypersurfaces. If \(\mathcal{F}\) denotes a list of boundary hypersurfaces then \(\hat{C}^\infty_{\mathcal{F}}(M)\) denotes smooth functions vanishing to all orders at all boundary hypersurfaces except those in \(\mathcal{F}\); at the other hypersurfaces we demand the functions are smooth up to the boundary.

We will also need to define sets of functions that have asymptotic expansions at the boundary hypersurfaces. Let \(M\) be a manifold with corners with boundary defining functions \(x_i\). A distribution \(u\) is polyhomogeneous conormal\(^1\) if:

\[ u \sim \sum_{s, p_j} a_{s, p_j}(x, y) x^s (\log x)^p, \]

where \(a_{s, p} \in C^\infty(M)\). We’ll denote the set of such distributions \(\mathcal{A}^{phg}_{pke}\). We can also restrict the set of exponents that may occur above. Define an index set to be a discrete subset \(E \subset \mathbb{C} \times \mathbb{N}_0\) such that:

1. \(|s_j| \to \infty\), then \(\text{Re}(s_j) \to \infty\),
2. \((s, p) \in E\) then \((s + k, p - l) \in E\) for any \(k, l \in \mathbb{N}, l \leq p\).

Given a set of index sets \(E\) for each boundary hypersurface, we denote by \(\mathcal{A}^{E}_{pke}\) the set of polyhomogeneous conormal functions with exponents ranging in \(E\). Note that we will use a few special notations for index sets. The empty set will denote the index set for a function vanishing to all orders along a hypersurface. A single number \(n \in \mathbb{N}_0\) will denote the index set \(\{(j, 0): j \in \mathbb{N}, j \geq n\}\) of functions vanishing to order \(n\). Note that the index set \(\{0\}\) represents functions smooth up to the hypersurface. For more details about operations on these sets, see the concise review in [22, Appendix A].

A.1. The heat kernel of a uniformly degenerate elliptic operator

Let \(L\) be a second-order uniformly degenerate elliptic operator. We consider a heat type equation

\[ \begin{cases} (\partial_t - L)u(\zeta, t) = 0, \\ u(\zeta, 0) = f(\zeta), \end{cases} \]

where \(f \in \Gamma(M; \mathcal{E})\) is a smooth section of a vector bundle \(\mathcal{E}\).

The heat kernel of \(L\) is a distribution on \(M^2 \times \mathbb{R}^+\) so that the solution to the above problem is given by:

\[ u(\zeta, t) = \int_M h(\zeta, \zeta', t) f(\zeta') \, \text{dvol}_g(\zeta'). \]

Here \(h\) formally satisfies:

\[ \begin{cases} (\partial_t - L_\zeta)h(\zeta, \zeta', t) = 0, \\ h(\zeta, \zeta', 0) = \delta(\zeta - \zeta'). \end{cases} \tag{A.3} \]

We will see that \(h = \beta_\delta H\), where \(H\) is a polyhomogeneous distribution on \(H M^2_e\).

\(^1\) See [11] for a discussion and to make the meaning of \(\sim\) precise.
The actual construction of this distribution is done for half-densities, so that it makes sense to compose operators. We briefly review Albin’s construction of the heat calculus. We define a weighted bundle of half-densities $D := \rho_{00,2}^{-\frac{n}{2}+2} \rho_{11,0}^{-\frac{n}{2}+1} \Omega^{1/2}(HM^2_0)$. Kernels of operators in the heat calculus are elements of

$$K^{k,l}(M, D) := \rho_{00,2}^{-l} \rho_{11,0}^{-l} \hat{C}^\infty_{00,2,B_{01,0}}(HM^2_0, D).$$

The action of a kernel $K_A$ in $K^{k,l}$ on smooth half-densities is given by

$$A(f)(\xi, t) = \int_M \beta_* K_A(\xi, \xi', t) f(\xi').$$

We’ll denote the operator $A$ acting in this manner by $A \in \Psi_{e, heat}^{k,l}$.

Albin proves:

**Theorem A.1.** If $L$ is the scalar Laplacian of an exact edge metric, then $A \in \Psi_{e, heat}^{2,0}$, where $A$ is the heat operator of $\partial_t - L$.

We note that Albin’s construction is closely modeled on the work of Melrose [26], and generalizes in a straightforward manner to general second-order uniformly degenerate elliptic operators. Furthermore, Melrose also considers the case of elliptic operators between bundles [26, Theorem 7.29] with diagonal principal symbol. Thus we have

**Theorem A.2.** If $L$ is a uniformly degenerate elliptic operator with diagonal principal symbol, then $A \in \Psi_{e, heat}^{2,0}$, where $A$ is the heat operator of $\partial_t - L$.

We now give a brief indication of the proof of theorem and refer the reader to [1,26] for further detail. We work in $HM^2_0$ with the ansatz that the solution already vanishes to infinite order at $B_{10,0}, B_{01,0}$, and $B_{00,1}$. To deal with the rest of the equation and boundary hypersurfaces involve three main steps. First, an initial parametrix is constructed by pulling the heat equation back to $HM^2_0$ in coordinates near the blow-up diagonal. As $B_{00,2}$ fibers over the diagonal, we find that the equation restricts to a Euclidean type heat equation on each fiber with smooth coefficients in the variables along the fiber. Thus we may progressively solve away the Taylor series at $B_{00,2}$ with control of the asymptotics down to $B_{11,0}$. This handles the initial condition. The second step is to progressively solve away the Taylor series at $B_{11,0}$ using the heat kernel of hyperbolic space (recall 0-metrics are asymptotically hyperbolic). The result of these two steps is a parametrix solving the heat equation to infinite order at all boundary hypersurfaces. To improve the parametrix to an actual inverse requires an argument involving Volterra operators and is given in [26, Proposition 7.17].

Finally we note that the construction above also works when the background metric is polyhomogeneous.

### A.2. Mapping properties

In this section we study the action of the heat kernels in $\Psi_{e, heat}^{2,0}$ above on functions, using Melrose’s push-forward theorem. Fig. 2 introduces some important notation.

We identify functions and half-densities on $M^2 \times \mathbb{R}^+$ and the factors $M \times \mathbb{R}^+$ and $M$ by

$$f(x, y, x', y', t) \leftrightarrow f(x, y, x', y', t)x^{-\frac{\alpha+1}{2}} \left| dx \, dy \, dx' \, dy' \, dt \right|^{1/2},$$

$$f(x, y, t) \leftrightarrow f(x, y, t)x^{-\frac{\alpha+1}{2}} \left| dx \, dy \, dt \right|^{1/2},$$

$$f(x, y) \leftrightarrow f(x)x^{-\frac{\alpha+1}{2}} \left| dx \, dy \right|^{1/2}.$$

From [1, p. 13] an element of $A \in \Psi_{e, heat}^{2,0}$ has an integral kernel that may be written as $\rho_{00,2}^{-\frac{\alpha}{2}} \rho_{11,0}^{-\frac{\alpha+1}{2}} k \cdot \nu$, where $k$ is a function that vanishes to infinite order at $B_{10,0}, B_{01,0},$ and $B_{00,1}$, and is smooth up to the boundary at $B_{00,2}$ and $B_{11,0}$, and $\nu$ is a smooth section of $\Omega^{1/2}(HM^2_0)$.

---

2 Here we omit the smooth factor $\sqrt{\det g}$ in the densities that follow.
An operator $A \in \Psi^0_{\text{Heat}}$ acts on half-densities by

$$(Af)(x, y, t)x^{-\frac{n+1}{2}}|dx \, dy \, dt|^{1/2} = (\beta_L^*)_\ast (\rho_{00,2}^{-\frac{n}{2}} \rho_{11,0}^{n+1} \kappa \cdot (\beta_R^*)^\ast \sigma_b (f(x', y')(x')^{-\frac{n+1}{2}}|dx \, dy'|^{1/2})). \tag{A.4}$$

To relate these half-densities, let us work in coordinates near $B_{11,0}$ and $B_{00,2}$. We may take $v = |dS \, dU \, dx' \, dy' \, d\tau|^{1/2}$. Pulling our standard half-density on $M^2 \times \mathbb{R}^+$ back we find

$$\beta^\ast \left( x^{-\frac{n+1}{2}}(x')^{-\frac{n+1}{2}}|dx \, dy \, dx' \, dy' \, d\tau|^{1/2} \right)$$

$$= (1 + S\tau)^{-\frac{n+1}{2}}(x')^{-\frac{n+1}{2}}(x)^{-\frac{n+1}{2}}(2(x')^{n+1} \tau^{n+2})^{1/2}|dS \, dU \, dx' \, dy' \, d\tau|^{1/2}$$

$$= \sqrt{2}(1 + S\tau)^{-\frac{n+1}{2}}(x')^{-\frac{n+1}{2}}\tau^{n+2}v.$$ The factor $\sqrt{2}(1 + S\tau)^{-(n+1)/2}$ is smooth and uniformly bounded, so we omit it hereafter.

In order to apply Melrose's push-forward theorem, we must work with smooth $b$-densities. Here is how to arrange this. We multiply both sides by the half-density $x^{-\frac{n+1}{2}}|dx \, dy \, dt|^{1/2}$, and noting

$$\beta_L^\ast \left( x^{-\frac{n+1}{2}}|dx \, dy \, dt|^{1/2} \right) \beta_R^\ast \left( (x')^{-\frac{n+1}{2}}|dx' \, dy'|^{1/2} \right) = \beta^\ast \left( x^{-\frac{n+1}{2}}(x')^{-\frac{n+1}{2}}|dx \, dy \, dx' \, dy' \, d\tau|^{1/2} \right),$$

we find the action on smooth densities is given by

$$(Af)(x, y, t)x^{-(n+1)}|dx \, dy \, dt| = (\beta_L)_\ast \left( \rho_{00,2}^{-\frac{n}{2}} \rho_{11,0}^{n-1} k \cdot (\beta_R^*)^\ast \sigma_b (f(x', y'))v^2_b \right).$$

Finally we introduce a total defining function on both sides of this equation to obtain $b$-densities, which we denote with a subscript $b$. In this case we have $v^2_b = (\rho_{01,0} \rho_{01,0} \rho_{11,0} \rho_{11,0} \rho_{00,2} \rho_{00,2})^{-1/2}v^2$, and $\sigma_b := \frac{1}{\sqrt{t}}|dx \, dy \, dt|$. Now

$$(Af)(x, y, t)x x^{-(n+1)} |dx| = (\beta_L)_\ast \left( \rho_{10,0} \rho_{01,0} \rho_{11,0} \rho_{11,0} \rho_{00,2} \rho_{00,2} k \cdot (\beta_R^*)^\ast \sigma_b (f(x', y'))v^2_b \right).$$

We now apply this to the following

**Proposition A.3.** Let $A \in \Psi^0_{\text{Heat}}$. If $f \in A^F_{\text{phg}}(M)$ then $Af \in A^{(F,0)}_{\text{phg}}(M \times \mathbb{R}^+)$. 

**Proof.** First, let us consider the $b$-map $\beta_R$. As no boundary hypersurface is mapped to a corner of $M$, $\beta_R$ is a $b$-fibration. It is easy to check that the exponent matrix for this map is

$$\left[ \begin{array}{cccc} B_{10,0} & B_{11,0} & B_{01,0} & B_{00,1} & B_{00,2} \\ \partial X & 1 & 1 & 0 & 0 & 0 \end{array} \right].$$

As a consequence, if $f \in A^F_{\text{phg}}(M)$ with index set $F$, $\beta_R^\ast f \in A^{(F,F,0,0,0)}_{\text{phg}}(HM^2)$, by the pull-back theorem [22, Proposition A.13].
The function $k$ is polyhomogeneous with respect to the index set $\{0, 0, 0, 0\}$. Accounting for the powers of the defining functions we obtain the index set $\{0, -n, 0, 0, 2\}$. The index set for the product of this expression with the pull-back of $f$ is then $\mathcal{G} = \{0, -n + F, 0, 0, 2\}$.

The map $\beta_L$ is a $b$-fibration. The exponent matrix for this map is

$$
\begin{array}{cccccc}
B_{10,0} & B_{11,0} & B_{01,0} & B_{00,1} & B_{00,2} \\
\mathcal{H}_1 & 0 & 1 & 1 & 0 & 0 \\
\mathcal{H}_2 & 0 & 0 & 0 & 1 & 1
\end{array}
$$

In the above table we have the labeled hypersurfaces of $M \times \mathbb{R}^+$ in the following manner: $\mathcal{H}_1$ represents $t = 0$ and $\mathcal{H}_2$ represents $x = 0$. We now apply Melrose’s push-forward theorem [22, Proposition A.18]. Note that the integrability condition is met at $B_{11,0}$ as $\text{Re}(\mathcal{G}(B_{11,0})) > 0$. Now the index set for $\mathcal{H}_1 = \mathcal{G}(B_{11,0}) \mathcal{G}(B_{01,0}) = -n + F$ and $\mathcal{H}_2 = \mathcal{G}(B_{00,1}) \mathcal{G}(B_{00,2}) = 2$. Note that $\mathcal{H}_2 = 2$ is not surprising since $\tau^2 = t$, from the parabolic blow up.

The calculation here provides the index sets needed to for computing the asymptotics of

$$
(Af)(x, y, t) = \frac{1}{\tau t} \sigma_b.
$$

Canceling the powers of the defining functions, and returning to the identification of densities with functions now shows that $Af \in \mathcal{A}_{\text{phg}}^{(F, 0)}(M \times \mathbb{R}^+)$. □

We use the above proposition primarily in the form

**Corollary A.4.** If $f \in x^\mu C^\infty(\overline{M})$ then $Af \in x^\mu C^\infty(\overline{M}_T)$.

**Proof.** The only point that we have to be careful about is that the previous theorem only guarantees an expansion in powers of $\tau = \sqrt{t}$. However we can obtain full smoothness in $t$ by using the fact that $Af$ solves the heat equation and is already smooth in the spatial derivatives. □

**Corollary A.5.** If $f \in x^\mu C^\infty(\overline{M}_T)$ and $H$ denotes the time convolution of the heat operator of $A$, then $Hf \in x^\mu C^\infty(\overline{M}_T)$.

We conclude this section with a proposition that we will need in the finer regularity analysis of the Ricci flow. This shows that the commutator of a $b$-vector field with an element of the heat calculus remains in the calculus, and thus has the same mapping properties.

**Proposition A.6.** If $A \in \Psi_{e,\text{Heat}}^{2,0}(X)$ and $V_b$ is any $b$-vector field, then $[A, V_b] \in \Psi_{e,\text{Heat}}^{2,0}(X)$.

**Proof.** The proof is similar to [22, Proposition 3.30], adapted to the heat calculus setting. We sketch the proof here. Return to the action on half-densities, Eq. (A.4), and suppose that $f$ is a smooth half-density vanishing to all orders at the boundary hypersurfaces. Now suppose for simplicity that $V_b = \partial_y$ is a $b$-vector field. After an integration by parts, we may write

$$
(\partial_y Af)(x, y, t) - (A\partial_y f)(x, y, t) = (\beta_L)^\circ((\beta_L^\circ(\partial_y) + \beta_R(\partial_y))(\rho_{00,1}^{\frac{-n}{r}} - \frac{n+1}{r^2}) k \cdot (\beta_R)^\circ(f(x, y')(x')^{-\frac{n+1}{r^2}} |dx'dy'|^{1/2})),
$$

where $\partial_y^T$ is the adjoint of $\partial_y$ under the measure. The key now is that while each of $\partial_y$ and $\partial_y'$ lifts to a vector field singular near $B_{00,2}$, their sum cancels this behavior. Indeed, computing in the coordinates defined in Eq. (A.2), we find that

$$
\beta_L^\circ(\partial_y) = \frac{1}{x't} \partial_U,
$$

$$
\beta_R^\circ(\partial_y) = -\frac{1}{x't} \partial_U + \partial_y + \text{smooth function}.
$$
Consequently, $\beta^u_L(\partial_y) + \beta^F_R(\partial_y^T)$ does not affect the asymptotics of the kernel, and $[A, V_b] \in \Psi^{2,0}_{e,\text{Heat}}(X)$.

We conclude with a discussion of the main existence theorem for the inhomogeneous Cauchy problem:

\[
\begin{cases}
(\partial_t - L)u(\zeta, t) = f(\zeta, t), \\
u(\zeta, 0) = 0,
\end{cases}
\]

where $f \in x^\mu C^{a, \frac{\alpha}{2}}_e(M_T)$ and $L$ is a second-order uniformly degenerate elliptic operator with coefficients in $C^\alpha_e$.

**Theorem A.7.** Suppose $L$ is a second-order uniformly degenerate elliptic operator with time-independent coefficients. For every $f \in x^\mu C^{a, \frac{\alpha}{2}}_e(M_T)$ there is a solution $u$ to (A.5) in $x^\mu C^{2+a, \frac{2+a}{2}}_e(M)$. Moreover, $u$ satisfies the Schauder-type estimate

\[
\|u\|_{x^\mu C^{2+a, \frac{2+a}{2}}_e(M)} \leq K \|f\|_{x^\mu C^{a, \frac{\alpha}{2}}_e(M_T)},
\]

**Proof.** By Duhamel’s principle, a solution to (A.5) is given by

\[
u(\zeta, t) = \int_0^t \int_M h(\zeta, \zeta', t - t') f(\zeta', t') \text{dvol}_g(\zeta') \, dt',
\]

where $h$ is the heat kernel of the heat operator $e^{tL}$, where $e^{tL} \in \Psi^{2,0}_{e,\text{Heat}}$.

We now discuss the estimates. The case for nonzero weight $\mu$ reduces to the unweighted estimate, as to solve the inhomogeneous problem with $u \in x^\mu C^{2+a, \frac{2+a}{2}}_e(M)$ amounts to solving

\[
(\partial_t - x^{-\mu}Lx^\mu)u'(\zeta, t) = f'(\zeta, t)
\]

for with $u'$ and $f'$ in appropriate unweighted spaces. The kernel of the conjugated operator $x^{-\mu}Lx^\mu$ has precisely the same asymptotics as the kernel of $L$, as may be seen by working in the coordinate systems (A.1) and (A.2). So it suffices to check the mapping properties when $\mu = 0$.

The strategy is now to cut up the space $HM^2$. Consider a function $\phi$ equal to one in a tubular neighborhood of $B_{0,0,2}$ and vanishing outside a slightly larger tubular neighborhood. We may write the heat kernel as $h = h_1 + h_2 := \phi h + (1 - \phi)h$.

To prove (3.2), it will suffice to estimate both

\[
u_1(\zeta, t) = \int_0^t \int_M h_1(\zeta, \zeta', t - t') f(\zeta', t') \text{dvol}_g(\zeta') \, dt'
\]

and

\[
u_2(\zeta, t) = \int_0^t \int_M h_2(\zeta, \zeta', t - t') f(\zeta', t') \text{dvol}_g(\zeta') \, dt'.
\]

Regarding the estimate for $u_2$, we view $h_2$ as a polyhomogeneous distribution vanishing to infinite order at $B_{10,0}, B_{01,0}, B_{00,1}$, $B_{00,2}$ and smooth up to $B_{11,0}$. The estimates are then checked in each of the coordinate systems (A.1) and (A.2) in a lengthy but straightforward manner. For example, under the coordinate change (A.2), the 0-vector field $x_0 \partial_x$ lifts to $(\tau^{-1} + S) \partial_S$, consequently

\[
(x_0 \partial_x)^2 u(x, y, t) = \int_0^t \int_M (x_0 \partial_x)^2 h_2(\zeta, \zeta', t - t') f(\zeta', t') \text{dvol}_g(\zeta') \, dt'
\]

\[
= \int_0^t \int_m ((\tau^{-1} + S) \partial_S)^2 h_2(S, U, x', y', t - \tau) f(x', y', \tau) \text{dvol}_g(x', y') \, d\tau.
\]
We can now estimate the $L^\infty$ norm and Hölder seminorm of $(x\partial x)^2u(x, y, t)$ using the fact that $h_2$ is smooth and vanishes to infinite order in $\tau$ to absorb the apparent singular factor of $\tau$. The same is true for the other derivatives. We omit the precise estimation but refer the reader to [3] for similar estimation.

Regarding the estimate for $u_1$, recall the Whitney decomposition outlined in Section 3.1. Let $\psi_i : B_T \to (B_1)_{\tau}$ be an affine map taking a ‘standard’ parabolic cylinder over the ball with center $(1, 0)$ and radius 1 in the right half plane model of hyperbolic space to the ball with center $(x_i, y_i)$ and radius $\frac{1}{2}x_i$:

$$\psi_i(v, w, t) = (x_i v + x_i w, t).$$

Consider the pullback of $u_1$ under $\psi_i$:

$$\left(\psi_i^* u \right)(v, w, t) = u_1(x_i v + x_i w, t)$$

$$\quad = \int_0^t \int h_1 \left( \frac{v^2 - \tilde{v}^2}{\tilde{v}(t - t')^{1/2}}, \frac{w^2 - \tilde{w}^2}{\tilde{v}(t - t')^{1/2}}, x_i\tilde{v}, y_i + x_i\tilde{w}, t - t' \right) f(\tilde{v}, \tilde{w}, t') (\tilde{v})^{-n-1} dvol_\tilde{g}(\tilde{v}, \tilde{w}) dt'$$

$$\quad = \int_0^t \int h_1 \left( \frac{v - \tilde{v}}{\tilde{v}(t - t')^{1/2}}, \frac{w - \tilde{w}}{\tilde{v}(t - t')^{1/2}}, x_i\tilde{v}, y_i + x_i\tilde{w}, t - t' \right)$$

$$\quad \cdot f(\tilde{v}, \tilde{w}, t') (\tilde{v})^{-n-1} dvol_\tilde{g}(\tilde{v}, \tilde{w}) dt'$$

These charts essentially provide the bookkeeping for rescaling of the equation to a fixed parabolic cylinder in $\mathbb{R}^{n+1} \times [0, \infty)$. Further, uniformly degenerate vector fields pull back under $\psi_i$ to differential operators with uniformly bounded coefficients on the standard cylinder, and in particular a uniformly degenerate parabolic operator is pulled back to a uniformly parabolic operator. This reduces the estimate to the ‘classical’ parabolic case, which may be found in [17].
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