Multitransition kinks and pulses for fourth order equations with a bistable nonlinearity
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Abstract

We study the existence of stationary solutions of a class of diffusion equations related to the so-called extended Fisher–Kolmogorov equation and the Swift–Hohenberg equation. We prove the existence of multitransition kinks and pulses. These solutions are obtained as local minima of the associated functional. For the Swift–Hohenberg equation, our result partially proves a numerical conjecture.
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1. Introduction

This paper is concerned with the study of particular stationary solutions of a class of semilinear diffusion equations of the form

\[
\frac{\partial u}{\partial t} + \frac{\partial^4 u}{\partial x^4} - \beta \frac{\partial^2 u}{\partial x^2} + u^3 - u = 0,
\]

(1)

where \( \beta \) is a real parameter. This equation is a model in many physical, chemical or biological systems. When \( \beta > 0 \), it is related to the so-called Extended Fisher–Kolmogorov equation which was proposed in 1988 by Dee...
and van Saarloos [5] as an higher-order model equation for physical systems that are bistable. By a scaling in the variable $x$, Eq. (1) can be written as

$$\frac{\partial u}{\partial t} + \gamma \frac{\partial^4 u}{\partial x^4} - \frac{\partial^2 u}{\partial x^2} + u^3 - u = 0,$$  \hspace{1cm} (2)

where the positive parameter $\gamma$ is related to $\beta$ by the formula $\beta = \frac{1}{\sqrt{\gamma}}$. When $\gamma = 0$ in (2), we recognize the well known Fisher–Kolmogorov equation, sometimes also called the Allen–Cahn equation, originally introduced in 1937 [10] as a model for studying biological populations. The term bistable indicates that the Fisher–Kolmogorov equation and its extended version have two uniform stable states $u(x) = \pm 1$ separated by a third uniform state $u(x) = 0$ which is unstable, see [5].

When $\beta$ is negative, Eq. (1) is related to the Swift–Hohenberg equation

$$\frac{\partial u}{\partial t} - \kappa u + \left(1 + \frac{\partial^2}{\partial x^2}\right)^2 u + u^3 = 0,$$  \hspace{1cm} (3)

where $\kappa \in \mathbb{R}$. This equation was proposed by Swift and Hohenberg [16] as a model in the study of Rayleigh–Bénard convection. When $\kappa > 1$, this equation can be transformed into

$$\frac{\partial u}{\partial t} + (\kappa - 1)^{3/2} \left[\frac{\partial^4 u}{\partial x^4} - \beta \frac{\partial^2 u}{\partial x^2} + u^3 - u\right] = 0$$

with $\beta = -\frac{2}{\sqrt{\kappa}} - 1$.

For these model equations, a question of great interest is the existence of phase transitions, i.e. solutions that spatially connect two uniform states. When looking at time-independent solutions, we are lead to the following autonomous equation

$$u'''' - \beta u'' + u^3 - u = 0.$$  \hspace{1cm} (4)

Heteroclinic solutions of (4) (or kinks) connecting $-1$ and $+1$ in the phase-space, i.e. solutions that satisfy the following conditions

$$\lim_{x \to \pm \infty} (u(x), u'(x), u''(x), u'''(x)) = (\pm 1, 0, 0, 0)$$  \hspace{1cm} (5)

are then stationary solutions of (1) connecting the two uniform states $-1$ and $+1$. Of course, we can also consider heteroclinics from $+1$ to $-1$.

Nonlinear Schrödinger equations are also related to the model equation (4). When assuming harmonic spatial dependence, i.e. $v(x, t) = u(t)e^{ikx}$ for some $k \in \mathbb{R}$, the solutions of the Schrödinger equation

$$\frac{\partial v}{\partial x} + \frac{\partial^2 v}{\partial t^2} - \frac{\partial^4 v}{\partial x^4} + |v|^2 v = 0$$

solve, after scaling, Eq. (4) with $\beta = 1/\sqrt{k}$ and a question of interest in optic is the existence of pulse propagation. For Eq. (4), this amounts to study the existence of homoclinic solutions (or pulses), i.e. solutions of (4) with the property

$$\lim_{x \to \pm \infty} (u(x), u'(x), u''(x), u'''(x)) = (1, 0, 0, 0) \quad (or \ (-1, 0, 0, 0)).$$  \hspace{1cm} (6)

The study of Eq. (4) for positive values of the parameter $\beta$ goes back at least to Peletier and Troy in [11,12] where they proved among other things, the existence of kinks for all $\beta > 0$. When $\beta \in [\sqrt{8}, \infty)$, van den Berg [18] proved that the bounded solutions of (4) behave like the bounded solutions of the stationary Fisher–Kolmogorov equation

$$-u'' + u^3 - u = 0.$$
This implies that there exist two kinks (up to translations), one monotone increasing from −1 to +1 and its symmetric, while there are no pulses. When $\beta \in [0, \sqrt{8})$, the set of kinks and pulses is much more rich. For this range of $\beta$, kinks and pulses cannot be monotone anymore as at $\beta = \sqrt{8}$, both equilibria $\pm 1$ bifurcate from saddle-nodes to saddle-foci. The linearization of (4) around the equilibria then shows that the solutions oscillate when they are close to $\pm 1$ with small derivatives up to the third order. As $\beta$ becomes smaller than $\sqrt{8}$, infinitely many kinks and pulses appear. Peletier and Troy [12] proved the existence of two infinite sequences of both kinks and pulses. The two sequences of kinks consist of odd kinks having $2n + 1$ zeros and differ in the amplitude of the oscillations. The pulses are even with $2n$ zeros. Again, the two sequences can be distinguished according to the amplitude of the oscillations. Other families of kinks and pulses were shown to exist [8,9]. Basically, these solutions can be distinguished by the number of jumps from $-1$ to $+1$ and the oscillations around these equilibria in between the jumps. The complex structure of these solutions can be quantified by defining homotopy classes, see [8].

Different methods have been used to deal with Eq. (4). Peletier and Troy introduced in [11,12] a topological shooting method that can be used to track kinks and pulses as well as periodic solutions. In [14], it is shown that kinks and periodic solutions can be obtained using variational arguments. For instance, if $\beta \geq 0$ the functional

$$J^{\beta}_{\ast}(u) = \int_{-\infty}^{+\infty} \left[ \frac{1}{2} (u''^2 + \beta u'^2) + \frac{1}{4} (u^2 - 1)^2 \right] dx$$

has a minimum in the function space $\mathcal{H} = \mathcal{C}^\infty$ where $\chi$ is a $\mathcal{C}^\infty$ function that satisfies $\chi(x) = -1$ for $x \leq -1$ and $\chi(x) = 1$ for $x \geq 1$. When $\beta \geq \sqrt{8}$, this minimizer is the unique heteroclinic connection from $-1$ to $+1$, while for $\beta < \sqrt{8}$ it is called the principal heteroclinic as it only has one zero.

The dynamics of Eq. (4) with $\beta < 0$ is much less understood than the one of the Extended Fisher–Kolmogorov equation. Numerical experiments [17] suggest that a large variety of those solutions found for $\beta$ positive still exist for a certain range of negative values of $\beta$. A study of periodic solutions was recently presented in [19]. For kinks and pulses, the limitation of the shooting method of Peletier and Troy was pointed out in [20] while the term $\beta u'^2$ in the functional $J^{\beta}_{\ast}$ is very “bad” for minimization when $\beta < 0$.

However recent applications of variational arguments were shown to be fruitful. Smets and van den Berg [15] have used a version of the mountain pass theorem to prove the existence of at least one homoclinic solution at each equilibrium for almost every $\beta \in (-\sqrt{8}, 0)$. In [3], looking for instance at heteroclinic solutions, it is shown that minimization arguments can still be used for $\beta$ greater than some negative $\beta_0$ which can be characterized by

$$\beta_0 = \inf \left\{ \beta < 0 \mid \inf_{\mathcal{H}} J^{\beta}_{\ast} > 0 \right\}$$

while $J^{\beta}_{\ast}$ is unbounded from below beyond $\beta_0$. Numerical computations [17] indicate that $\beta_0$ is close to $-0.9$. The solution found by minimization still corresponds to the principal kink.

In this paper, we obtain multitransition kinks and pulses for $\beta \geq \beta_0$. By a transition, we mean a passage from $-1$ to $1$ or reversely. Actually, we consider the more general functional

$$F^{\ast}(u) = \int_{-\infty}^{+\infty} \left[ \frac{1}{2} (u''^2 + g(u) u'^2) + f(u) \right] dx$$

whose Euler–Lagrange equation is given by

$$u''' - g(u) u'' - \frac{1}{2} g'(u) u'^2 + f'(u) = 0.$$
in [6]. Functionals of the form (8) were already considered in [2,3,7] with either a double-well or a triple-well potential \( f \) and a function \( g \) that can take either sign.

Let us first look at heteroclinic connections of (9). Since we assume that \( f \) and \( g \) are even, we can restrict our attention to odd solutions. Indeed, given any function \( u \in \mathcal{H} \), it is easy to build an odd function \( u^* \in \mathcal{H} \) having smaller action than \( u \), see [9]. We thus look at the critical points of the functional

\[
\mathcal{F}(u) = \int_0^{+\infty} \left[ \frac{1}{2} (u''^2 + g(u)u^2) + f(u) \right] \, dx
\]

in the space

\[
\mathcal{E} = \{ u \mid u - 1 \in H^2(\mathbb{R}^+) \}, \quad u(0) = 0.
\]

If \( \mathcal{F} \) has a minimizer \( u \), an easy computation shows that \( u''(0) = 0 \). Extending then \( u \) on \( \mathbb{R} \) by

\[
u^*(x) = \begin{cases} -u(-x) & \text{if } x < 0, \\ u(x) & \text{if } x \geq 0 \end{cases}
\]

we obtain an odd solution of (9). Also, it is easy to check that conditions (5) are fulfilled.

As we have already mentioned in the case of the model Eq. (4), we expect multitransition solutions when the equilibria \( \pm 1 \) are saddle-foci, i.e. when \( g(1)^2 < 4 f''(1) \). We obtain these solutions as local minima of the functional \( \mathcal{F} \) in appropriate subsets of \( \mathcal{E} \). Basically, these subsets correspond to classes of functions having the desired number of transitions. We define for each \( n \geq 0 \), the subset \( \mathcal{E}_n \subseteq \mathcal{E} \) consisting of functions whose odd extensions on \( \mathbb{R} \) make \( 2n + 1 \) transitions. More precisely, a function \( u \in \mathcal{E} \) belongs to the subclass \( \mathcal{E}_n \) if there exist \( 0 = x_0 < x_1 < \cdots < x_n < x_{n+1} = \infty \) such that

\[
\begin{align*}
&u(x)(-1)^{i+n} > 0 \quad \text{for } x \in (x_i, x_{i+1}), \\
&\max_{(x_i, x_{i+1})} u(x)(-1)^{i+n} > 1.
\end{align*}
\]

We prove that \( \mathcal{F} \) has a local minimum in each of these subspaces in the two following situations.

**Theorem 1.** Let \( f \) and \( g \in C^2(\mathbb{R}) \) be even functions such that \( f(1) = 0 \) and assume that for some \( k > 0 \), \( \beta \in [0, \sqrt{8k}] \) and all \( u \geq 0 \),

\[
f(u) \geq k(u - 1)^2 \quad \text{and} \quad g(u) \geq -\beta
\]

and \( g(1)^2 < 4 f''(1) \). Assume further that

\[
\inf_{\mathcal{E}} \mathcal{F} > -\infty,
\]

where \( \mathcal{F} : \mathcal{E} \to \mathbb{R} \) is defined by (10). Then, for every \( n \in \mathbb{N} \), \( \mathcal{F} \) has a local minimizer \( u_n \) in the subspace \( \mathcal{E}_n \). Moreover, the odd extension of \( u_n \) on \( \mathbb{R} \) is an heteroclinic solution of (9) having exactly \( 2n + 1 \) zeros.

**Theorem 2.** Let \( f \) and \( g \in C^2(\mathbb{R}) \) be even functions such that \( f(1) = f'(1) = 0 \) and for some function \( \tilde{g} \in C(\mathbb{R}) \) and some \( k < 1 \),

\[
g(u) \geq \tilde{g}(u), \quad |\tilde{G}(u)| \leq k\sqrt{8f(u)}, \quad \forall u \in \mathbb{R},
\]

where \( \tilde{G}(u) := \int_0^u \tilde{g}(s) \, ds \). Assume moreover that \( g(1)^2 < 4 f''(1) \). Then the conclusion of Theorem 1 holds.

The case of a nonnegative function \( g \), which is covered either by Theorem 1 and 2, is already contained in [8] where even more precise results are given. It is proved therein that each subset \( \mathcal{E}_n \) can again be divided in smaller classes to obtain more kinks. In a subset \( \mathcal{E}_n \), these solutions can be distinguished by the number of oscillations...
around ±1 in between the transitions. The solutions that we obtain in Theorems 1 and 2 correspond to those found in [8] in the particular case of two crossings with ±1 in each transition.

It is pointed out in [8] that the methods used therein require a nonnegative Lagrangian

$$L(u, u', u'') = \frac{1}{2} (u''^2 + g(u)u'^2) + f(u).$$

In this case, the action

$$\mathcal{F}(u) = \int L(u, u', u'') \, dx$$

is of course nonnegative along admissible functions. Our results can be seen as a partial extension of the methods of [8] to Lagrangians that can take either sign. To deal with such Lagrangians, we only require an a priori lower bound on the action along admissible functions. This condition is explicitly stated in Theorem 1 while it is a consequence of assumption (14) in Theorem 2. This boundedness assumption on the functional might seem rather artificial. However, if $f$ and $g$ satisfy the assumptions of Theorem 1, it can be checked that $\mathcal{F}$ is bounded from below on $\mathcal{E}$ at least for $\beta > 0$ small enough, see Lemma 4 in [3]. Hence, we can state the following proposition.

**Proposition 3.** Let $f \in C^2(\mathbb{R})$ be an even function such that $f(1) = 0$ and for some $k > 0$, $f(u) \geq k(u - 1)^2$ for all $u \geq 0$. Then, there exists $\beta(f) \in (0, \sqrt{8k})$ such that if $\beta \leq \beta(f)$,

$$\inf_{u \in \mathcal{E}} \int_0^{+\infty} \left[ \frac{1}{2} (u''^2 - \beta u'^2) + f(u) \right] \, dx > -\infty.$$

Moreover, if $g \in C^2(\mathbb{R})$ is even, satisfies $g(u) \geq -\beta(f)$ for $u \geq 0$ and $g(1)^2 < 4f''(1)$, the conclusion of Theorem 1 holds.

It is interesting to notice that a lower bound on the functional implies in fact that the action of any admissible function is positive, see Section 4 and [3].

For a function $u \in \mathcal{E}_n$, we denote by $I_i$ the intervals $(x_i, x_{i+1})$ for $i = 0, \ldots, n$ where by convention $x_0 = 0$ and $x_{n+1} = \infty$. The main idea in the proof of Theorems 1 or 2 is to show the existence of a minimizing sequence $(u_p)_p \subset \mathcal{E}_n$ that has the following properties:

(a) there exists $I > 0$ such that for all $u_p$, $|I_i| \leq I$ for all $i = 0, \ldots, n - 1$;
(b) there exists $C > 0$ such that for all $u_p$, $\|u_p - 1\|_{H^2} \leq C$.

These two properties are closely related as they prevent from a loss of compactness when extracting a weak converging subsequence.

The main tool for obtaining the estimates on the length of the intervals $I_i$ is the clipping procedure introduced in [8]. Also, the oscillatory behaviour of minimizers close to the equilibria ±1 (described in Section 2.2) is crucial in the construction of a minimizing sequence having the above properties.

Equivalent results can be obtained for homoclinic solutions. We show in Section 5 how to adapt the definition of the classes $\mathcal{E}_n$ to find even homoclinic connections. Of course, these classes have to be defined in another functional space that takes conditions (6) into account.

Sections 2 and 3 are devoted to preliminaries to the proof of Theorem 1. In Section 3, we construct a minimizing sequence with the properties (a) and (b) mentioned above. The proof of Theorem 1 and a sketch of the proof of Theorem 2 are given in Section 4.

Finally, it is worth mentioning that a good account on known results about Eq. (4) and related model equations can be found in the recent book of Peletier and Troy [13].
2. Auxiliary results

In this section, we prove some preliminary results that are used as main tools in the minimizing process.

2.1. Inequalities

The following inequalities are helpful to get good estimates on functions $u \in E^n$ and on the length of the intervals $I_i$. We first obtain for any function $u \in H^2(a,b)$, a lower estimate on the $L^2$-norm of $u''$ by comparing $u$ with a third degree polynomial which coincides in $H^2(a,b)$.

**Lemma 4.** Given an interval $[a,b] \subset \mathbb{R}$ and a function $u \in H^2(a,b)$ such that $u(a) = A$, $u(b) = B$, $u'(a) = A_1$, $u'(b) = B_1$, the following inequality holds

$$\int_a^b u''^2 \, dx \geq \frac{4}{b-a} \left[ (B_1 - A_1)^2 + 3 \left( \frac{B - A}{b-a} - A_1 \right) \left( \frac{B - A}{b-a} - B_1 \right) \right],$$

and equality holds if and only if $u$ is a third degree polynomial.

**Proof.** Denote by $P$ the third degree polynomial that coincides in $H^2$ with $u$ at points $a$ and $b$. Writing $u = P + w$, we compute

$$\int_a^b u''^2 \, dx = \int_a^b P''^2 \, dx + \int_a^b w''^2 \, dx + 2 \int_a^b P'' w'' \, dx. \quad (15)$$

Integrating $P'' w''$ by parts and using the fact that $w(a) = w(b) = w'(a) = w'(b) = 0$, we see that the last integral in (15) is actually zero. We thus obtain the inequality

$$\int_a^b u''^2 \, dx \geq \int_a^b P''^2 \, dx$$

and the conclusion now follows by computing the integral of $P''^2$. \qed

The following inequality is essential to obtain a lower bound on $F$ and a priori estimates for functions in $E_n$.

**Lemma 5.** Let $k > 0$ and $\beta \in [0, \sqrt{8k})$. Then there exists $\varepsilon > 0$ such that for any $u \in H^2(a,b)$, we have

$$\int_a^b \left[ \frac{1}{2} (u''^2 - \beta u'^2) + ku^2 \right] \, dx \geq \varepsilon \|u\|_{H^2(a,b)}^2 - \left( \varepsilon + \frac{\beta}{2} \right) \|u'\|_{H^1(a,b)}^2.$$

**Proof.** Notice that for any constant $\alpha$,

$$\int_a^b (u'' + \alpha u)^2 \, dx = \int_a^b \left[ u''^2 - 2\alpha u'^2 + \alpha^2 u^2 \right] \, dx + 2\alpha \|u'\|_{H^1(a,b)}^2. \quad (16)$$

We then compute
ideas and to simplify the notation, we assume that $f$
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Moreover, if $g(\delta) > 0$, then there exist $\delta_0 > 0$ and $S > 1$ such that if $b - a \geq 1$, $\|y_0\| \leq \delta_0$, $\|y_1\| \leq \delta_0$ and $u$ minimizes $I_{a,b}$ on $E_{a,b}$, we have

$$\|u\|_{C^{3}(a,b)} \leq S \max(\|y_0\|, \|y_1\|).$$

Moreover, if $g(\delta) < 4 f''(0)$, there exists $\tau_0 > 0$ such that if $b - a \geq 1$ and $\max(\|y_0\|, \|y_1\|) > 0$, $u$ changes sign on every subinterval of $[a, b]$ having length larger than $\tau_0$.

Next we recall the continuous imbedding of $H^1(a, b)$ in $C(a, b)$. The dependence on the length of the interval $(a, b)$ is important in our application.

**Lemma 6.** Let $-\infty \leq a < b \leq +\infty$. There exists a positive constant $C$ such that for all $u \in H^1(a, b)$,

$$\sup_{x \in (a,b)} |u(x)| \leq C \left(1 + \frac{1}{b-a}\right) \|u\|_{H^1(a,b)}.$$  

(17)

**Proof.** The proof follows from Theorems VIII.7, VIII.5 of [4].

2.2. Behaviour of local minimizers close to the equilibria

We now describe the oscillatory nature of the local minimizers close to a saddle focus equilibrium. To fix the ideas and to simplify the notation, we assume that $f$ is a potential for which 0 is a nondegenerate global minimum and $g$ is such that 0 is a saddle focus equilibrium of the linear equation

$$u'''' - g(0)u'' + f''(0)u = 0,$$

(18)

i.e. $g(0)^2 < 4 f''(0)$. Basically, the following lemma shows that the minimizers of the functional

$$I_{a,b}(u) = \int_a^b \left[\frac{1}{2} (u''^2) + g(u)u'^2 + f(u)\right] dx$$

on the set $E_{a,b} = \{v \in H^2(a, b) \mid (u(a), u'(a)) = y_0 \text{ and } (u(b), u'(b)) = y_1\}$ are small (for the $C^3$-norm) whenever $y_0$ and $y_1$ are small. It then follows that the oscillatory behaviour of the solutions of the linearization (18) around the equilibrium extends to these minimizers. The following lemma is adapted from Theorem 4.1 [8] where it is assumed that $g$ is positive.

**Lemma 7.** Let $f$ and $g \in C^2(\mathbb{R})$ be such that $f(0) = f'(0) = 0$ and assume that for some $k > 0$, $\beta \in [0, \sqrt{8k}]$ and all $u \in \mathbb{R}$,

$$f(u) \geq ku^2 \quad \text{and} \quad g(u) \geq -\beta.$$ 

Then, there exist $\delta_0 > 0$ and $S > 1$ such that if $b - a \geq 1$, $\|y_0\| \leq \delta_0$, $\|y_1\| \leq \delta_0$ and $u$ minimizes $I_{a,b}$ on $E_{a,b}$, we have

$$\|u\|_{C^3[a,b]} \leq S \max(\|y_0\|, \|y_1\|).$$

(19)
Proof. Throughout the proof, $C$ is a positive constant that may change from line to line. Let us first prove the estimate (19). As 0 is a nondegenerate minimum of $f$, there exist $\delta_1 > 0$ and $\eta > 0$ such that $|f'(u)| \leq 2\eta|u|$ and $f(u) \leq \eta u^2$ for $|u| \leq \delta_1$.

Claim 1. There exists $C_1 > 0$ and $\delta_2 > 0$ such that if $\|y_0\| \leq \delta \leq \delta_2$ and $\|y_1\| \leq \delta \leq \delta_2$, then $\inf_{\mathcal{E}_{a,b}} \mathcal{I}_{a,b} \leq C_1 \delta^2$.

Define $P(x)$ as follows

$$P(x) = \begin{cases} P_0(x) & \text{if } a \leq x \leq a + \frac{1}{2}, \\ 0 & \text{if } a + \frac{1}{2} < x \leq b - \frac{1}{2}, \\ P_1(x) & \text{if } b - \frac{1}{2} < x \leq b, \end{cases}$$

where $P_i$, $i = 0, 1$, are the third degree polynomials satisfying $(P_0(a), P_0'(a)) = y_0$, $(P_1(b), P_1'(b)) = y_1$ and $(P_0(a + \frac{1}{2}), P_0'(a + \frac{1}{2})) = (P_1(b - \frac{1}{2}), P_1'(b - \frac{1}{2})) = (0, 0)$. Observe that there exists $0 < \delta_2 \leq \delta_1$ such that if $\|y_0\| \leq \delta \leq \delta_2$ and $\|y_1\| \leq \delta \leq \delta_2$, then $\|P\|_{L^\infty} \leq \delta_1$. It then follows from an easy computation that

$$\inf_{\mathcal{E}_{a,b}} \mathcal{I}_{a,b} \leq \mathcal{I}_{a,b}(P) \leq C_1 \delta^2,$$

where $C_1 > 0$ essentially depends on $\eta$ and $\|g\|_{L^\infty(-\delta_1, \delta_1)}$.

Claim 2. There exists $C_2 > 0$ and $\delta_0 > 0$ such that if $u$ is a minimizer in $\mathcal{E}_{a,b}$ with $\|y_0\| \leq \delta \leq \delta_0$ and $\|y_1\| \leq \delta \leq \delta_0$, then $\|u\|_{C^1} \leq C_2 \delta$.

First, notice that the inequality of Lemma 5 implies that $\mathcal{I}_{a,b}$ is bounded from below on $\mathcal{E}_{a,b}$. Therefore, the existence of a minimizer follows by standard arguments. Moreover, if $u$ is a minimizer, $u$ solves (9) on $[a, b]$ and satisfies the boundary conditions $(u(a), u'(a)) = y_0$ and $(u(b), u'(b)) = y_1$. Assuming that $\|y_0\| \leq \delta \leq \delta_0$ and $\|y_1\| \leq \delta \leq \delta_0$, we now deduce by using the inequality of Lemma 5 that

$$\|u\|_{C^1} \leq C \delta$$

and from Lemma 6, we obtain

$$\|u\|_{C^1} \leq C \delta.$$

Observe that we can choose a constant $C$ that does not depend on the length of $[a, b]$ as $b - a \geq 1$. Taking $\delta_0 \leq \delta_1/C$, we infer that $\|u\|_{C^1} \leq \delta_1$ and therefore the differential equation (9) yields the estimate

$$\|u''''\|_{L^2} \leq C \delta$$

with $C$ independent of $[a, b]$. We now conclude by interpolation that

$$\|u''''\|_{L^2} \leq C \left(\|u''''\|_{L^2} + \|u''\|_{L^2}\right) \leq C \delta.$$

The constant in the interpolation inequality can be taken independently on $[a, b]$ as $b - a \geq 1$, see [1], so that $C$ does not depend on $[a, b]$. Now, the bound in $C^1$ follows from the bound in $H^4$ and Lemma 6.

The last statement of the theorem is included in Theorem 4.2 in [8]. An alternative proof can be found in [3].

We also need the equivalent of Lemma 7 with the settings of Theorem 2.

Lemma 8. Let $f$ and $g \in C^2(\mathbb{R})$ be such that $f(u) \geq 0$ for all $u \in \mathbb{R}$, $f(0) = f'(0) = 0$ and assume that for some function $\tilde{g} \in C(\mathbb{R})$ and some $k < 1$,

$$g(u) \geq \tilde{g}(u), \quad \tilde{G}(u) \leq k \sqrt{8f(u)}, \quad \forall u \in \mathbb{R},$$
where \( \tilde{G}(u) := \int_a^b \tilde{g}(s) \, ds \). Assume moreover that \( g(0)^2 < 4f''(0) \). Then the conclusion of Lemma 7 holds.

**Proof.** The proof is similar to that of Lemma 7. Though the potential is not bounded from below by a parabola everywhere, we have good estimates close to 0. To prove Claim 2, a computation similar to those of Lemma 4 in [2] shows that for \( u \in \mathcal{E}_{a,b} \),

\[
\mathcal{I}_{a,b}(u) \geq \frac{1}{2} \tilde{G}(u(b))u'(b) - \tilde{G}(u(a))u'(a) + s \int_a^b \left[ \frac{u'^2}{2} + f(u) \right] \, dx
\]

for some \( s > 0 \). Using this last inequality, the conclusion follows arguing as in the proof of Lemma 7. \( \square \)

2.3. Clipping

Next, we recall the clipping procedure introduced in [8]. When minimizing a functional in a certain space, we often want to be able to modify locally any function by another one which is in the same space, has better properties and lower action. When dealing with a second order equation and its associated functional, we usually only have to worry about keeping functions continuous. As our functional \( \mathcal{F} \) is defined in a translate of \( H^2(\mathbb{R}^+) \), things are more complicated. For example, any modification has to keep the functions at least \( C^1 \). The following lemma can be seen as a tool for performing authorized modification. We refer the reader to [8] for the proof.

**Lemma 9.** Let \( a < s_1 < s_2 < s_3 < s_4 < b \) and let \( u \in H^2(a, b) \) be such that \( u(x) \subset [u(a), u(b)] \) for all \( x \in [a, b] \). \( u \) is invertible on \( [s_1, s_2] \) and \( [s_3, s_4] \).

\[
\begin{align*}
&u(s_1) = u(s_3), \quad u(s_2) = u(s_4), \quad (u'(s_1) - u'(s_3))(u'(s_2) - u'(s_4)) \leq 0.
\end{align*}
\]

Then there exist \( s_1 \leq a_1 \leq s_2 \leq s_3 \leq b_1 \leq s_4 \) such that the function \( \hat{u} : [a, b - (b_1 - a_1)] \to \mathbb{R} \) defined by

\[
\hat{u}(x) = \begin{cases} 
  u(x) & \text{if } x \in [a, a_1], \\
  u(x + b_1 - a_1) & \text{if } x \in (a_1, b - (b_1 - a_1)]
\end{cases}
\]

belongs to \( H^2(a, b - (b_1 - a_1)) \).

When \( g \) is nonnegative, it is clear that the clipping procedure decreases the action. Indeed, the value of \( \mathcal{F} \) on each discarded piece is positive. When \( g \) takes negative values as well, this is no longer true. However, we show in the next lemma that under some assumptions, this still reduces the action when the function is of one sign on the discarded pieces.

**Lemma 10.** Let \( f \) and \( g \in C(\mathbb{R}) \) be even functions such that for some \( k > 0, \beta \in [0, \sqrt{8k}] \) and all \( u \geq 0 \),

\[
f(u) \geq k(u - 1)^2 \quad \text{and} \quad g(u) \geq -\beta.
\]

Let \( u \in H^2(a, b) \) be such that \( u(a) = u(b) \) and \( u'(a) = u'(b) \). Assume moreover that \( u \) is of one sign. Then

\[
\int_a^b \left[ \frac{1}{2}(u''^2 + g(u)u'^2) + f(u) \right] \, dx \geq 0.
\]

**Proof.** Suppose that \( u \) is nonnegative on \( (a, b) \). Then using the inequality of Lemma 5 applied to \( u - 1 \), we have

\[
\int_a^b \left[ \frac{1}{2}(u''^2 + g(u)u'^2) + f(u) \right] \, dx \geq \int_a^b \left[ \frac{1}{2}(u''^2 - \beta u'^2) + k(u - 1)^2 \right] \, dx \geq \varepsilon \|u - 1\|^2_{H^2(a,b)}.
\]
If \( u \) is nonpositive on \((a, b)\), we obtain
\[
\int_a^b \left[ \frac{1}{2} (u''^2 + g(u)u') + f(u) \right] \, dx \geq \varepsilon \| u + 1 \|^2_{H^2(a, b)},
\]
\[
\square
\]

**Remark 1.** It is easy to prove that Lemma 10 holds also under the assumptions of Theorem 2. The idea is contained in [2], Lemma 4.

3. Estimates on minimizing sequences

We recall that \( u \in \mathcal{E}_n \) if there exist \( 0 = x_0 < x_1 < \cdots < x_n < x_{n+1} = \infty \) such that
\[
u(x)(-1)^{i+n} > 0 \quad \text{for } x \in (x_i, x_{i+1}),
\]
\[
\max_{(x_i, x_{i+1})} u(x)(-1)^{i+n} > 1.
\]
We still denote by \( I_i \) the intervals \((x_i, x_{i+1})\) for \( i = 0, \ldots, n \). To avoid some confusions, we sometimes use the notation \( I_i^p \) to emphasize that these intervals correspond to the transitions of \( u \).

We also introduce the notation
\[
\mathcal{F}_{I_i}(u) := \int_{x_i}^{x_{i+1}} \left[ \frac{1}{2} (u''^2 + g(u)u') + f(u) \right] \, dx
\]
and for a given function \( h \) and a set \( A \subset \mathbb{R} \), we denote by \( h^{-1}(A) \) the set \( \{ x \in \text{dom } h \mid h(x) \in A \} \).

The aim of this section is to construct a minimizing sequence \((u_p)_p\) that has the following properties:

(a) there exists \( I > 0 \) such that for all \( u_p \), \( |I_{i,p}| \leq I \);
(b) there exists \( C > 0 \) such that for all \( u_p \), \( \| u_p - 1 \|_{H^2} \leq C \).

Throughout the section, we assume that
(F1) \( f \) and \( g \in C(\mathbb{R}) \) are even functions such that for some \( k > 0, \beta \in [0, \sqrt{8k}) \) and all \( u \geq 0, f(u) \geq k(u - 1)^2 \) and \( g(u) \geq -\beta \).

First, we obtain a lower bound on \( \mathcal{F}_{I_i}(u) \) for all \( i = 0, \ldots, n \).

**Lemma 11.** Let \( M > 0 \) and assume that (F1) holds. There exists \( K > 0 \) such that if \( u \in \mathcal{E}_n \) satisfies \( \mathcal{F}(u) < M \), then \( \mathcal{F}_{I_i}(u) \geq -K \) for all \( i = 0, \ldots, n \).

**Proof.** Let \( u \) be of function of \( \mathcal{E}_n \) such that \( \mathcal{F}(u) < M \). Suppose first that \( |I_i| \leq 1/\sqrt{\beta} \) and \( 0 \leq i \leq n - 1 \). We then compute
\[
\| u' \|^2_{L^2(I_i)} \leq |I_i|^2 \| u'' \|^2_{L^2(I_i)} \leq \frac{1}{\beta} \| u'' \|^2_{L^2(I_i)}.
\]
It follows that
\[
\mathcal{F}_{I_i}(u) \geq \frac{1}{2} (\| u'' \|^2_{L^2(I_i)} - \beta \| u' \|^2_{L^2(I_i)}) \geq 0.
\]
Suppose now that $|I_1| > 1/\sqrt{β}$ (which is of course the case for $I_n$) and assume to fix the ideas that $u$ is positive on $I_1$. The case of an interval where $u$ is negative follows by symmetry. We deduce from Lemma 5 that

$$F_{L_2}(u) \geq \int_{x_i}^{x_{i+1}} \left[ \frac{1}{2} (u''^2 - βu'^2) + k(u - 1)^2 \right] dx$$

$$\geq ε\|u - 1\|_{L^2(I_i)}^2 - 2(ε + \frac{β}{2})\|u'\|_{L^∞(I_i)}.$$

Indeed, we have $u(x_i) = u(x_{i+1}) = 0$ for $i = 0, \ldots, n - 1$ while remember that $x_{n+1} = ∞$ and $u(x_{n+1}) = 1$.

Combining the estimate (20) with the inequality (17) of Lemma 6 applied to $u'$ with $b - α \geq 1/\sqrt{β}$, we obtain

$$F_{L_2}(u) \geq ε\|u - 1\|_{L^2(I_i)}^2 - 2C(1 + \sqrt{β})(ε + \frac{β}{2})\|u - 1\|_{L^2(I_i)}$$

so that the conclusion easily follows. □

Observe that as a straightforward consequence of the previous lemma, we obtain for every fixed $n ∈ \mathbb{N}$, a lower bound on $F(u)$ for all $u ∈ E_n$.

From Lemma 11, we now deduce a lower estimate on the length of the intervals $I_i$.

**Lemma 12.** Let $M > 0$ and assume that (F1) holds. Then, there exists $η > 0$ such that if $u ∈ E_n$ satisfies $F(u) < M$, then $|I_i| ≥ η$ for all $i = 0, \ldots, n$.

**Proof.** Let $u$ be a function of $E_n$ such that $F(u) < M$. Let

$$η = \min \left( \frac{3}{\sqrt{2(M + nK)}}, \frac{1}{\sqrt{2β}} \right),$$

where $K$ is given by Lemma 11 and suppose by contradiction that $|I_{i_0}| < η$ for some $0 ≤ i_0 ≤ n - 1$. As $η ≤ \frac{1}{\sqrt{2β}}$, we infer that $\|u''\|_{L^2(I_{i_0})} ≤ \frac{3}{2η}\|u''\|_{L^2(I_{i_0})}$ and

$$F_{I_{i_0}}(u) \geq \frac{1}{4}\|u''\|_{L^2(I_{i_0})}^2.$$

We now estimate the $L^2$-norm of $u''$ by help of Lemma 4. To fix the ideas, we suppose again that $u$ is positive on $I_{i_0}$. By definition of $E_n$, we know that for some $\tilde{x}_{i_0} ∈ I_{i_0}$, $u(\tilde{x}_{i_0}) = \max_{I_{i_0}} u > 1$. Taking $A = u(x_{i_0}) = 0$, $B = u(\tilde{x}_{i_0})$, $A_1 = u'(x_{i_0})$, $B_1 = u'(\tilde{x}_{i_0}) = 0$ and $τ_{i_0} = \tilde{x}_{i_0} - x_{i_0}$, we deduce from Lemma 4 that

$$\int_{x_{i_0}}^{\tilde{x}_{i_0}} u'' dx ≥ \frac{4}{τ_{i_0}} \left( u'(x_{i_0}) \right)^2 + 3 \frac{u(\tilde{x}_{i_0}) - u'(x_{i_0})}{τ_{i_0}} u'(\tilde{x}_{i_0}) ≥ \frac{3u^2(\tilde{x}_{i_0})}{τ_{i_0}^2}.$$

A similar inequality holds for the integral between $\tilde{x}_{i_0}$ and $x_{i_0+1}$ so that, taking (22) into account, we obtain

$$F_{I_{i_0}}(u) ≥ \frac{3u^2(\tilde{x}_{i_0})}{2|I_{i_0}|^3}.$$

Now, as $F_{L_2}(u) ≥ -K$ for all other $i$’s, we get a contradiction as

$$F(u) ≥ \frac{3}{2η^3} - nK ≥ M.$$

□
The previous lower estimate on the length of the intervals $I_i$ implies, for every function $u \in \mathcal{E}_n$ that satisfies $\mathcal{F}(u) < M$, a uniform upper bound on $\|u - 1\|_{H^2(I_i)}$ or $\|u + 1\|_{H^2(I_i)}$.

**Lemma 13.** Let $M > 0$ and (F1) hold. There exists $N > 0$ such that if $u \in \mathcal{E}_n$ satisfies $\mathcal{F}(u) < M$, then for all $i = 0, \ldots, n$,

$$\|u - 1\|_{H^2(I_i)} \leq N$$

on every interval $I_i$ where $u$ is positive, while

$$\|u + 1\|_{H^2(I_i)} \leq N$$

for those $I_i$ where $u$ is negative.

**Proof.** Let $u \in \mathcal{E}_n$ be such that $\mathcal{F}(u) < M$. We first deduce from Lemma 12 the existence of $\eta > 0$ such that $|I_i| \geq \eta$ for all $i = 0, \ldots, n$. We can therefore obtain an estimate similar to (21) when $u$ is positive on $I_i$. An estimate concerning the $H^2$-norm of $u + 1$ holds on intervals $I_i$ where $u$ is negative.

From Lemma 11, we also know that for all $i = 0, \ldots, n$, $\mathcal{F}_I(u) \geq -K$ for some positive constant $K$ independent of $i$. It follows that for each $i = 0, \ldots, n$, we have

$$\mathcal{F}_I(u) \leq \mathcal{F}(u) + nK$$

and therefore, if $u$ is positive on $I_i$, we have for some constant $C > 0$

$$\varepsilon \|u - 1\|_{H^2(I_i)} - C \|u - 1\|_{H^2(I_i)} \leq M + nK$$

and similarly

$$\varepsilon \|u + 1\|_{H^2(I_i)} - C \|u + 1\|_{H^2(I_i)} \leq M + nK$$

on the intervals $I_i$ where $u$ is negative. These two estimates imply the desired a priori bounds. □

The success of the minimization process depends on a control on the length of the intervals $I_i$ to prevent from a loss of compactness. In fact, even for a function $u \in \mathcal{E}_n$ that satisfies $\mathcal{F}(u) < M$, we cannot obtain a bound on the length of the intervals $I_i^u$ because if $u$ is very close to $\pm 1$ with small derivatives on a long interval, the action along this interval can be arbitrarily small. However, we obtain a control on the length of the transitions of any function of a minimizing sequence by locally modifying it where it is too close to one of the equilibria. The key arguments for such modifications are the oscillatory nature of the minimizers close to the equilibria and the clipping procedure.

**Lemma 14.** Let $f$ and $g \in C^2(\mathbb{R})$ be even functions such that $f(1) = 0$, $g^2(1) < 4f''(1)$ and assume that (F1) holds. Let $M > 0$ and $u \in \mathcal{E}_n$ be such that $\mathcal{F}(u) < M$. Then there exists $I > 0$ and $v \in \mathcal{E}_n$ such that for all $i = 0, \ldots, n - 1$, $|I_i^u| \leq I$ and $\mathcal{F}(v) \leq \mathcal{F}(u)$.

**Proof.** Let $\delta_0 > 0$, $\tau_0 > 0$ and $S > 1$ be given by Lemma 7 and take $\varepsilon > 0$ such that $\varepsilon \leq \delta_0/S$. Let $u \in \mathcal{E}_n$ be a function that satisfies $\mathcal{F}(u) < M$. To keep the ideas as clear as possible, we only focus on one interval $I_i^u$ for some $0 \leq i \leq n - 1$ and we assume that $u$ is positive on $I_i^u$.

Step 1. We replace $u$ by a function $w$ whose $i$th bump takes at most two times each of the values $1 - \varepsilon$ and $1 + \varepsilon$. By definition of the class $\mathcal{E}_n$, there exists $\tilde{x}_i \in I_i$ such that $\max_{I_i} u = u(\tilde{x}_i) > 1$. We first locally replace $u$ at the left of $\tilde{x}_i$ by a function $\tilde{u} \in \mathcal{E}_n$ such that $\tilde{u}^{-1}_{(1-i,\tilde{x}_i)} (1 - \varepsilon, 1 + \varepsilon)$ is an interval and $\mathcal{F}(\tilde{u}) \leq \mathcal{F}(u)$. The idea is to use the clipping procedure to discard the possible oscillations of $u_{(1-i,\tilde{x}_i)}$ around $1 - \varepsilon$ and $1 + \varepsilon$. As we modify a positive function, we infer from Lemma 10 that the clipping process decreases the action. Suppose that $u$ crosses $1 - \varepsilon$ more that one time. We then define
\[ \xi_2 = \min \{ x \in [x_i, \bar{x}_i) \mid u'(x) = 0 \text{ and } u(x) \geq 1 - \varepsilon \}, \]
\[ \xi_4 = \max \{ x \in [\xi_2, \bar{x}_i] \mid u(x) = u(\xi_2) \}, \]
\[ \xi_3 = \max \{ x \in [\xi_2, \xi_4] \mid u'(x) = 0 \} \]
and
\[ \xi_1 = \max \{ x \in [x_i, \xi_2] \mid u(x) = u(\xi_3) \}. \]

It is obvious that \( u \) is invertible on \([\xi_3, \xi_4]\) but it could happen that \( u \) has critical points in the interval \([\xi_1, \xi_2]\). If this is the case, we define
\[ \tilde{\xi}_2 = \min \{ x \in [\xi_1, \xi_2] \mid u'(x) = 0 \} \]
and denote by \( \tilde{\xi}_4 \) the point of the interval \([\xi_3, \xi_4]\) where \( u \) takes the value \( u(\tilde{\xi}_2) \). As \( u \) is now invertible on both intervals \([\xi_1, \tilde{\xi}_2]\) and \([\tilde{\xi}_2, \xi_4]\), we are able to apply the clipping procedure of Lemma 9. We therefore can find \( s_1 \in [\tilde{\xi}_1, \tilde{\xi}_2] \) and \( s_2 \in [\tilde{\xi}_2, \tilde{\xi}_4] \) such that \( u(s_1) = u(s_2), u'(s_1) = u'(s_2) \). It follows that the function \( \hat{u} \) defined by
\[ \hat{u}(x) = \begin{cases} u(x) & \text{if } x \in [0, s_1), \\ u(x + s_2 - s_1) & \text{if } x \in (s_1, +\infty) \end{cases} \]
satisfies \( \mathcal{F}(\hat{u}) \leq \mathcal{F}(u) \) and since \([\tilde{\xi}_2, \xi_3]\) is contained in \([s_1, s_2]\), the restriction of \( \hat{u} \) to \([x_i, \bar{x}_i - (s_2 - s_1)]\) takes the value \( 1 + \varepsilon \) only once at the left of \( \tilde{x}_i - (s_2 - s_1) \).

Repeating the same arguments to discard the possible oscillations around \( 1 + \varepsilon \) at the left of \( \tilde{x}_i \), we obtain the desired function \( \bar{u} \). Now, as the same modifications can be done at the right of \( \tilde{x}_i \), the conclusion follows.

**Step 2. Control on the time that \( w \) spends above \( 1 + \varepsilon \).** In this step, we modify \( w \) if this time is too long. Let \( \theta_1, \theta_3 \) be the zeros of \( w_{1w} - (1 - \varepsilon) \) respectively at the left and at the right of the global maximum of \( w_{1w} \). If \( \max_{\mathbb{R}} w > 1 + \varepsilon \), we also define \( [\theta_2, \theta_3] \) as the interval where \( w \) is above \( 1 + \varepsilon \). Next, we set
\[ a_1 = \inf \{ x \geq \theta_1 \mid |u(x) - 1| \leq \varepsilon \text{ and } |u'(x)| \leq \varepsilon \} \]
and
\[ a_2 = \sup \{ x \leq \theta_4 \mid |u(x) - 1| \leq \varepsilon \text{ and } |u'(x)| \leq \varepsilon \}. \]
Notice that \( a_1 \) and \( a_2 \) need not exist. If they exist, there are three possible cases:

(i) \( \theta_1 \leq a_1 \leq a_2 \leq \theta_2 \leq \theta_3 \leq \theta_4; \)
(ii) \( \theta_1 \leq a_1 \leq \theta_2 \leq \theta_3 \leq a_2 \leq \theta_4; \)
(iii) \( \theta_1 \leq \theta_2 \leq \theta_3 \leq a_1 \leq a_2 \leq \theta_4. \)

**Claim 1.** If case (i) holds, we have \( a_1 - \theta_1 \leq 2, \theta_2 - a_2 \leq 2 \) and \( \theta_4 - \theta_3 \leq 2 \). In case (ii), we have \( a_1 - \theta_1 \leq 2 \) and \( \theta_4 - a_2 \leq 2 \) while in case (iii), we have \( \theta_2 - \theta_1 \leq 2, a_1 - \theta_3 \leq 2 \) and \( \theta_4 - a_2 \leq 2 \).

Indeed, in case (i), on each of the intervals \([\theta_1, a_1], [a_2, \theta_2] \) and \([\theta_3, \theta_4] \), the variation of \( w \) is smaller than \( 2\varepsilon \) and \( |u'| \geq \varepsilon \). This implies that these intervals have length at most 2. Similar observations can be made in the other cases.

**Claim 2.** There exists a positive constant \( C_1 \) such that in the case where \( \theta_2 \) and \( \theta_3 \) are defined, \( \theta_3 - \theta_2 \leq C_1 \).

Indeed, as in the previous lemmas, we have the estimate
\[ \mathcal{F}_{\mathbb{I}}(w) \leq \mathcal{F}(w) + nK < M + nK, \]
where $K > 0$ is given by Lemma 11. From Lemma 13, we know that 
\[ \|w - 1\|_{H^2(I)} \leq N \]
for some positive $N$ independent of $I$. We therefore deduce an a priori bound for the $L^2$-norm of $w'$ on $I$, leading to the estimate 
\[ F(w) \geq -L + k \int_{I} (w - 1)^2 \, dx \]
for some positive constant $L$. Now the bound for $\theta_3 - \theta_2$ follows from the inequality 
\[ M + L + nK \geq k \int_{\theta_1}^{\theta_2} (w - 1)^2 \, dx \geq k(\theta_3 - \theta_2)e^2. \]

**Claim 3.** If $a_2 - a_1 \geq \max(1, 8\tau_0)$, the function $w$ can be replaced by another function $\tilde{w} \in \mathcal{E}_n$ so that the interval $[\theta_1, \theta_4]$ is clipped out to an interval of length smaller than $6 + C_1 + \max(1, 8\tau_0)$. Furthermore, we have $F(\tilde{w}) \leq F(w)$.

First, we observe that there exists a function $\bar{w}$ which minimizes $F$ in 
\[ \mathcal{E}^*_{1,2} = \{ u \in \mathcal{E} \mid u = w \text{ on } \mathbb{R} \setminus [a_1, a_2] \text{ and } u > 0 \text{ on } [a_1, a_2] \}. \]
In $\mathcal{E}^*_{1,2}$, we consider functions that are positive between $[a_1, a_2]$. The reason is that we must conserve the right number of zeros to keep the modified function in $\mathcal{E}_n$. Notice that as $f(u) \geq k(u - 1)^2$ for $u \geq 0$, the analysis of Lemma 7 can be applied around the equilibrium $+1$. Since $w$ and $w'$ are sufficiently small at the points $a_1$ and $a_2$, it is easily seen that a minimizer in $\mathcal{E}^*_{1,2}$ exists. Moreover, it satisfies the differential equation (9) on $[a_1, a_2]$ together with the boundary conditions 
\[ \bar{w}(a_1) = w(a_1), \quad \bar{w}'(a_1) = w'(a_1), \quad \bar{w}(a_2) = w(a_2), \quad \bar{w}'(a_2) = w'(a_2) \]
and we infer from Lemma 7 that 
\[ \| \bar{w} - 1\|_{C^2([a_1, a_2])} \leq S\varepsilon \leq \delta_0. \tag{23} \]

Define 
\[ a_1' = \max \{ x \leq a_1 \mid \bar{w}(x) - 1 \leq \delta_0 \} \]
and 
\[ a_2' = \min \{ x \geq a_2 \mid \bar{w}(x) - 1 \leq \delta_0 \} \]
Taking (23) into account, we then have $|\bar{w}(x) - 1| \leq \delta_0$ for all $x \in [a_1', a_2']$. The definitions of $a_1'$ and $a_2'$ imply that $\bar{w}(a_1') = 1 - \delta_0$ and $\bar{w}(a_2') = 1 + \delta_0$ or $\bar{w}(a_1') = 1 + \delta_0$ and $\bar{w}(a_2') = 1 - \delta_0$ or $\bar{w}(a_1') = 1 - \delta_0$ and $\bar{w}(a_2') = 1 - \delta_0$ (of course, we cannot have $\bar{w}(a_1') = \bar{w}(a_2') = 1 + \delta_0$).

In the case where $\bar{w}(a_1') = 1 - \delta_0$ and $\bar{w}(a_2') = 1 + \delta_0$, following the ideas of Step 1, we define 
\[ \xi_2 = \min \{ x \in [a_1', a_2'] \mid \bar{w}(x) = 0 \text{ and } \bar{w}(x) \geq 1 \}, \]
\[ \xi_4 = \max \{ x \in [a_1', a_2'] \mid \bar{w}(x) = \bar{w}(\xi_2) \}, \]
\[ \xi_3 = \max \{ x \in [a_1', a_2'] \mid \bar{w}'(x) = 0 \} \]
and take 
\[ \xi_1 = \max \{ x \in [a_1', \xi_2] \mid \bar{w}(x) = \bar{w}(\xi_3) \}. \]
Observe that Lemma 7 ensures the existence of \( \xi_2 \) and moreover \( \xi_2 \in [a'_1, a_1 + 2\tau_0] \). Also, \( \xi_3 \in [a_2 - 2\tau_0, a'_2] \). We are now able to apply the clipping procedure, defining, if needed, \( \xi_2 \) and \( \xi_4 \) in the same way as in step 1. Consequently, we can discard the restriction of \( \overline{w} \) to some interval \([s_2, s_3]\) containing \([\xi_2, \xi_3]\) and join the two remaining pieces to define a new function \( v \in \mathcal{E} \) by

\[
v(x) = \begin{cases} 
\overline{w}(x) & \text{if } x \in [0, s_2], \\
\overline{w}(x + s_3 - s_2) & \text{if } x \in (s_2, +\infty).
\end{cases}
\]

Letting \( \theta^*_4 = \theta_4 - (s_3 - s_2) \), we have

\[
\theta^*_4 - \theta_1 \leq (a_1 - \theta_1) + 4\tau_0 + (\theta_4 - a_2).
\]

Observe that as \( w(a'_2) = \overline{w}(a'_2) = 1 + \delta_0 \), we had before clipping, \( \max_{I'} w > 1 + \varepsilon \) and \( a_2 \leq \theta_2 \). This implies, using Claim 1, that

\[
\theta_4 - a_2 = (\theta_4 - \theta_3) + (\theta_3 - \theta_2) + (\theta_2 - a_2) \leq 4 + (\theta_1 - \theta_2)
\]

so that we deduce from Claim 2 that

\[
\theta^*_4 - \theta_1 \leq 6 + 4\tau_0 + C_1.
\]

The second case is treated in the same way.

If \( \overline{w}(a'_1) = \overline{w}(a'_2) = 1 - \delta_0 \), we proceed in two steps. Let \( q \in [a'_1, a'_2] \) be such that \( \max_{(a'_i, q]} \overline{w}(x) = \overline{w}(q) \). Using Lemma 7, we know that \( \overline{w}(q) > 1 \) and we can apply the arguments used in the first case to each of the intervals \([a'_1, q] \) and \([q, a'_2] \). Here, denoting by \( \theta^*_4 \) the point into which \( \theta_4 \) is transformed, we have after clipping,

\[
\theta^*_4 - \theta_1 \leq (a_1 - \theta_1) + 8\tau_0 + (\theta_4 - a_2)
\]

and since we obviously had \( a_1 \leq \theta_2 \leq \theta_3 \leq a_2 \) before the clipping, we deduce from Claim 1 that

\[
\theta^*_4 - \theta_1 \leq 4 + 8\tau_0.
\]

In any case, we have built a new function \( v \) that satisfies the claim.

**Conclusion.** After the successive modifications of the previous steps, we obtain a function \( v \in \mathcal{E}_n \) that has the following properties. Still denoting by \( x_j, j = 0, \ldots, n \), the zeros of \( v \), we have \( v|_{(x_j, x_{j+1})}^{-1}(\{1 - \varepsilon, 1 + \varepsilon\}) = [\omega_{x_j}, \omega_{x_{j+1}}] \cup [\omega_{x_j}, \omega_{x_{j+1}}] \) with possibly \( \omega_{x_j} = \omega_{x_{j+1}} \) if \( \max_{I'} v \leq 1 + \varepsilon \) and

\[
\omega_{x_4} - \omega_{x_1} \leq 6 + C_1 + \max(1, 8\tau_0).
\]

Now, it follows from the arguments of Claim 2 in step 2 that \( \omega_{x_1} - x_1 \leq C_1 \) and \( x_{j+1} - \omega_{x_4} \leq C_1 \). Hence,

\[
|I'_{\omega}| \leq 6 + 3C_1 + \max(1, 8\tau_0),
\]

which proves that we can choose \( I = 6 + 3C_1 + \max(1, 8\tau_0) \). \( \square \)

As a direct consequence of the preceding lemma, we deduce that the right endpoint of the interval \( I_{n-1} \) does not go to infinity along a minimizing sequence. This fact is of course essential for the construction of a minimizing sequence that satisfies (a) and (b). The following proposition summarizes in some sense all the previous lemmas.

**Proposition 15.** Let \( f \) and \( g \in C^2(\mathbb{R}) \) be such that \( f(1) = 0, \ g^2(1) < 4 \ f''(1) \) and assume that (F1) holds. Then, for each \( n \in \mathbb{N} \), there exists \( I > 0, \ C > 0 \) and a minimizing sequence \( (u_p)_p \subset \mathcal{E}_n \) such that for all \( p \in \mathbb{N} \),

\[
|I^p_{\omega_i}| \leq I \quad \text{for all } i = 0, \ldots, n - 1
\]

and

\[
\|u_p - 1\|_{H^2} \leq C.
\]


Proof. Let \( n \in \mathbb{N} \) be fixed. From Lemma 11, we know that
\[ c = \inf_{\mathcal{E}_n} \mathcal{F} \geq -(n + 1)K \]
for some positive constant \( K \). Let \((u_p)_p \subset \mathcal{E}_n\) be a minimizing sequence. We can assume without loss of generality that for all \( p \in \mathbb{N} \),
\[ \mathcal{F}(u_p) < c + 1. \]
Therefore, all the previous lemmas, with \( M = c + 1 \), apply to the functions \( u_p \). It follows from Lemma 14 that we can choose the sequence \((u_p)_p\) in such a way that (24) holds.

To prove (25), we first observe that \( x_n \), the right endpoint of \( I_{n-1} \), is such that \( x_n \leq nI \). On the other hand, we also know from Lemma 12 and 13 that there exist \( \eta > 0 \) and \( N > 0 \) such that \( I^p_{-i} \geq \eta \) for all \( i = 0, \ldots, n \) and all \( p \in \mathbb{N} \), and
\[ \| u_p - 1 \|_{H^2(I^p_{-i})} \leq N \]
on any interval \( I^p_{-i} \) where \( u_p \) is positive, while
\[ \| u_p + 1 \|_{H^2(I^p_{-i})} \leq N \]
on those \( I^p_{-i} \) where \( u_p \) is negative. Now, using the inequality (17) and the fact that \( I^p_{-i} \geq \eta \), we deduce the existence of a positive constant \( R \) such that
\[ \| u_p \|_{\infty} \leq R. \]
Denoting by \( J^+ \), respectively \( J^- \), the set of indexes \( i \in (0, \ldots, n) \) corresponding to intervals \( I^p_{-i} \) where \( u_p \) is positive, respectively negative, we have
\[
\| u_p - 1 \|_{H^2}^2 = \int_0^\infty \left[ u^p_{-i} + u^p_{+i} + (u_p - 1)^2 \right] dx \\
= \sum_{i \in J^+} \int_{I^p_{-i}} \left[ u^p_{-i} + u^p_{+i} + (u_p - 1)^2 \right] dx + \sum_{i \in J^-} \int_{I^p_{-i}} \left[ u^p_{-i} + u^p_{+i} + (u_p + 1)^2 - 4u_p \right] dx \\
\leq (n + 1)N - 4 \sum_{i \in J^-} \int_{I^p_{-i}} u_p.
\]
Taking (24) and (26) into account, we finally get
\[ \| u_p - 1 \|_{H^2}^2 \leq (n + 1)N + 4mRI, \]
where \( m \) is the number of indexes in \( J^- \). \( \square \)

4. Existence of the local minimizers

We have now almost all the ingredients to prove Theorem 1. To complete the minimizing process in a given class \( \mathcal{E}_n \), we choose a minimizing sequence \((u_p)_p \subset \mathcal{E}_n\) that has the properties described in Proposition 15. From the a priori bound on \( \| u_p - 1 \|_{H^2} \), we deduce that up to a subsequence, \( u_p \) converges (in a way which is made
precise below) to some function \( u \in \mathcal{E} \). To prove that \( u \in \mathcal{E}_n \), we require \( \mathcal{F} \) to be lower bounded in \( \mathcal{E} \). Observe that this last assumption was not used until now and actually, we do not know whether it is necessary or not.

**Lemma 16.** Assume that (F1) holds. Let \( u \in H^2(a, b) \) be such that \( u(a) = u(b) = 0 \). Assume moreover that \( \inf_{\mathcal{E}} \mathcal{F} > -\infty \). Then

\[
\mathcal{F}_{a,b}(u) = \int_a^b \left[ \frac{1}{2} \left( u''^2 + g(u)u'^2 \right) + f(u) \right] \, dx \geq 0.
\]

**Proof.** Let \( v \in \mathcal{E} \) be such that \( v'(0) = u'(b) \). Suppose that \( \mathcal{F}_{a,b}(u) = -c < 0 \) and let \( n \in \mathbb{N} \) be such that \( \mathcal{F}(v) - (2n + 1)c < \inf_{\mathcal{E}} \mathcal{F} \). Let us set \( T = b - a \). Then defining \( u^* \in \mathcal{E} \) by

\[
u^*(x) = \begin{cases} u(a + x) & \text{if } x \in [0, T), \\ -u(a + 2iT - x) & \text{if } x \in [(2i - 1)T, 2iT), \ i = 1, \ldots, n, \\ u(a + x - 2iT) & \text{if } x \in [2iT, (2i + 1)T), \ i = 1, \ldots, n, \\ v(x - (2n + 1)T) & \text{if } x \geq (2n + 1)T,
\end{cases}
\]

we obtain a contradiction as

\[
\mathcal{F}(u^*) = (2n + 1)\mathcal{F}_{a,b}(u) + \mathcal{F}(v) < \inf_{\mathcal{E}} \mathcal{F}.
\]

**Proof of Theorem 1.** Let \((u_p)_p \subset \mathcal{E}_n \) be a minimizing sequence that has the properties stated in Proposition 15.

**Step 1.** The sequence \((u_p)_p\) converges in \( C^1_{\text{loc}} \) to some function \( u \in \mathcal{E} \) that satisfies \( \mathcal{F}(u) \leq \inf_{\mathcal{E}_n} \mathcal{F} \). From the a priori bound on \( \|u_p - 1\|_{H^2} \), we deduce that up to a subsequence,

\[
h u_p - 1 \rightarrow_- u - 1 \quad \text{and} \quad u_p \xrightarrow{C^1_{\text{loc}}} u
\]

for some function \( u \in \mathcal{E} \).

Let \( J_1 = [0, nI] \) and \( J_2 = (nI, +\infty) \) where \( I \) is given in Proposition 15. We then write

\[
\mathcal{F}(u_p) = \mathcal{F}_{J_1}(u_p) + \mathcal{F}_{J_2}(u_p)
\]

\[
= \int_{J_1} \left[ \frac{1}{2} (u_p'^2 + g(u_p)u_p'^2) + f(u_p) \right] \, dx + \int_{J_2} \left[ \frac{1}{2} (u_p'^2 + g(u_p)u_p'^2) + f(u_p) \right] \, dx.
\]

Observe first that

\[
\mathcal{F}_{J_1}(u) \leq \liminf_{p \to \infty} \mathcal{F}_{J_1}(u_p).
\]

On \( J_2 \), we know that \( u_p \) is positive. We therefore write

\[
\mathcal{F}_{J_2}(u_p) = \frac{1}{2} \int_{J_2} \left( u_p''^2 - \beta u_p'^2 + \frac{\beta^2}{4}(u_p - 1)^2 \right) \, dx + \int_{J_2} \frac{g(u_p) + \beta}{2} u_p'^2 \, dx + \int_{J_2} \left( f(u_p) - \frac{\beta^2}{8}(u_p - 1)^2 \right) \, dx
\]

\[
= \frac{1}{2} \int_{J_2} \left( u_p'' + \frac{\beta}{2}(u_p - 1) \right)^2 \, dx - \beta u_p'(nI)u_p(nI)
\]

\[
+ \int_{J_2} \frac{g(u_p) + \beta}{2} u_p'^2 \, dx + \int_{J_2} \left( f(u_p) - \frac{\beta^2}{8}(u_p - 1)^2 \right) \, dx.
\]
In the last equality, the first integral is convex and Fatou’s Lemma is applicable to the last two so that taking also (27) into account, we deduce that \( \mathcal{F}(u) \leq \inf_{\mathcal{E}_n} \mathcal{F} \).

We denote the extremities of the intervals \( I_i^{x^p} \) by \( x_i^p \), \( i = 0, \ldots, n \). It is clear by uniform convergence that up to a subsequence, for all \( i = 1, \ldots, n \), \( x_i^p \) converges to some \( x_i \in J_1 \). Remember that by convention, we set \( x_0^p = x_0 = 0 \) and \( x_{n+1}^p = x_{n+1} = \infty \). We call \( I_i \) the intervals \( (x_i, x_{i+1}) \), \( i = 0, \ldots, n \). We also deduce from the convergence in \( C^1(J_1) \) and the convergence in \( C^1_{loc}(J_2) \) that

\[
\begin{align*}
\int_{(x_i, x_{i+1})} u(x)(-1)^{i+n} & \geq 0 \quad \text{for } x \in (x_i, x_{i+1}), \\
\max_{(x_i, x_{i+1})} u(x)(-1)^{i+n} & \geq 1.
\end{align*}
\]

**Step 2. Elimination of the zeros of \( u \) after \( x_n \).** If \( u \) has zeros after \( x_n \), we first modify it to keep only one of those zeros. So, suppose that \( u \) vanishes at least two times after \( x_n \). We then define

\[
a_1 = \min\{x > x_n \mid u(x) = 0\} \quad \text{and} \quad a_2 = \max\{x > x_n \mid u(x) = 0\}.
\]

Observe that as \( u \in \mathcal{E} \), \( a_2 \) is well defined. Since \( u(a_1) = u(a_2) = u'(a_1) = u'(a_2) = 0 \) by convergence in \( C^1_{loc} \), the interval \( [a_1, a_2] \) can be clipped out and the resulting function has only one zero after \( x_n \). Moreover the function \( u \) is nonnegative on the clipped interval so that this modification decreases the action.

Assume now that \( u \) vanishes at some point \( \xi > x_n \). We then have \( u'(\xi) = 0 \). Now as \( u(x_n) = u(\xi) \), there exists at least one critical point \( y \) between \( x_n \) and \( \xi \) such that \( u(y) > 0 \). Here, we have two possibilities, either \( y \) can be taken in such a way that \( u(y) \leq 1 \) or \([0, 1]\) does not contain any critical value of \( u|_{[x_n, \xi]} \).

Suppose first that we can find \( y \in (x_n, \xi) \) such that \( 0 < u(y) \leq 1 \) and \( u'(y) = 0 \). As \( u \in \mathcal{E} \),

\[
\lim_{x \to -\infty} (u(x), u'(x)) = (1, 0).
\]

Hence, we infer from Lemma 7 that \( u(x) \) oscillates around 1 for \( x \) large enough. Therefore, we can clip out an interval containing \( y, \xi \) in such a way that the function obtained after clipping does not vanish after \( x_n \).

In the second case, we can find \( y \in (x_n, \xi) \) such that \( u(y) > 1 \) and if \( x \in (x_n, \xi) \) satisfies \( u'(x) = 0 \), then \( u(x) > 1 \). We now define \( v \) by

\[
v(x) = \begin{cases} 
-u(x + x_1) & \text{if } 0 \leq x \leq \xi - x_1, \\
u(x + x_1) & \text{if } x > \xi - x_1.
\end{cases}
\]

Observe that since \( \min_{[x_n - x_1, \xi - x_1]} u(x) < -1 \) and \( v \) is negative in \((x_n, x_1, \xi - x_1)\), \( v \) has the right number of transitions. Also, \( v \) does not vanish after \( \xi - x_1 \). On the other hand, because \( u(x_0) = u(x_1) \), we deduce from Lemma 16 that

\[
\int_{x_n}^{x_1} \frac{1}{2}(u''^2 + g(u)u'^2) + f(u) \, dx \geq 0
\]

so that \( \mathcal{F}(v) \leq \mathcal{F}(u) \).

**Step 3. Elimination of the zeros of \( v \) in the bumps.** We still denote by \( 0 = x_0 < x_1 < \cdots < x_n \), the extremities of the intervals \( I_i^x \) (actually, these are the intervals \( I_i^x \) which have been possibly translated in step 2). Suppose that there exists \( \xi \in v^{-1}(0) \) so that \( \xi \neq x_i \) for any \( i = 0, \ldots, n \). Hence, \( \xi \) lies in the interior of an interval \( I_i \). To fix the ideas, we assume that \( v \) is nonnegative therein and denoting by \( \xi_i \) the maximum of \( v \) over this interval we assume that \( \xi \) is at the left of \( \xi_i \). Next, define \( \xi_1 = \min\{x \in I_1 \mid v(x) = 0\} \) and \( \xi_2 = \max\{x \in [\xi_1, \xi_i] \mid v(x) = 0\} \). It is easily seen that an interval containing \([\xi_1, \xi_2]\) can be clipped out so that the zeros can be deleted.

**Step 4. Elimination of the tangencies with \( \pm 1 \).** The last condition that we have to check to be sure that \( v \in \mathcal{E}_n \) is that \( \max_{x \in \bar{I}_i} |v(x)| > 1 \) for all \( i = 0, \ldots, n \). Assume that this condition fails to be true in one of the intervals \( I_i \). In this interval, we thus have \( \max_{x \in \bar{I}_i} |v(x)| = 1 \). Let \( \tau \in I_i \) be such that \( |v(\tau)| = 1 \) and \( v'(\tau) = 0 \). To fix the ideas,
assume that \( v(\tau) = 1 \), the second case being treated in the same way. As the action of the function 1 is zero, we can modify \( v \) without increasing its action by stretching the point \( \tau \) to an interval of arbitrary length and gluing the function 1 to both extremities, see [8]. Now, we take \( a_1 \), (respectively \( a_2 \)) at the left (respectively at the right) of \( \tau \) in such a way that \( 0 < \max_{i=1,2} \| (v(a_i) - 1, v'(a_i)) \| \leq \delta_0 \) and stretch \( \tau \) to an interval of length \( \tau_0 \). We still call \( v \) the function obtained after gluing 1 at \( \tau \) and \( \tau + \tau_0 \). It follows from Lemma 7 that the minimizers of

\[
\int_{a_i}^{a_2+\tau_0} \left[ \frac{1}{2} (u'')^2 + g(u)u'^2 + f(u) \right] \, dx
\]
on the set of functions \( u \in H^2(a_1, \tau_0 + a_2) \) that satisfy \( u(a_1) = v(a_1) \), \( u'(a_1) = v'(a_1) \), \( u(a_2 + \tau_0) = v(a_2) \) and \( u'(a_2 + \tau_0) = v'(a_2) \) oscillate around 1. If we replace \( v \) locally by a minimizer, we obtain a new function \( w \) such that \( \max_{x \in E} |w(x)| > 1 \) and \( F(w) \leq F(v) \).

**Conclusion.** It follows from the previous steps that we can construct \( w \in E_n \) such that \( F(w) \leq F(u) \). Consequently, we have \( F(w) = \min_{E_n} F \). Now, observe that for all \( h \in H^2(\mathbb{R}^+) \) such that \( h(0) = 0 \), for \( t \) sufficiently small, \( F(w) \leq F(w + th) \). Indeed, assume that there exists a sequence \( (t_n)_n \) tending to 0 such that \( F(w) > F(w + t_n h) \). If \( w \) is in the interior of the class \( E_n \), this is obviously a contradiction. In the case where \( w \) is on the boundary of \( E_n \) i.e. if for some points \( x_i \), \( w(x_i) = w'(x_i) = 0 \), then even for \( t \) small, \( w + th \) can have more than one zero close to the \( x_i \)’s so that it does not belong necessarily to \( E_n \). However for \( t \) small enough, \( w + th \) has the right number of transitions and the oscillations close to the points \( x_i \) can be erased using the clipping procedure. Therefore, for \( n \) large enough, modifying \( w + t_n h \) close to the \( x_i \)’s if necessary, we obtain a function in \( E_n \) whose action is strictly smaller than \( F(w) \). This contradicts the definition of \( w \).

We now deduce that \( w \) is a critical point of \( F \). Using standard arguments, we can show that \( w \) satisfies Eq. (9) on \([0, \infty)\) and it follows also from an easy computation that \( u''(0) = 0 \). Hence, the odd extension \( w^* \) of \( w \) is a solution of (9). From the differential equation (9), we now infer that \( w - 1 \in H^4(\mathbb{R}^+) \) so that \( w^* \) satisfies (5) and \( w^* \) is an heteroclinic solution of (9). \( \Box \)

**Remark 2.** Using the conservation of the Hamiltonian

\[
H(u) = u'''u' - \frac{1}{2} u''^2 - \frac{1}{2} g(u) u'^2 + f(u)
\]
on along solutions of (9), it is easily proved that each minimizer \( u_n \) is actually in the interior of \( E_n \), i.e. each crossing with zero is transverse.

We now turn to the proof of Theorem 2. Since many of the arguments are similar, we only sketch it.

**Proof of Theorem 2.** First, observe that assumption (14) implies that \( F(u) \geq 0 \) for all \( u \in E \). This follows from the inequality

\[
F(u) \geq s \int_0^\infty \left[ \frac{u''^2}{2} + f(u) \right] \, dx
\]
where \( s > 0 \) which is valid for all \( u \in E \) and proved in [2].

Let \( (u_p)_p \subset E_n \) be a minimizing sequence for \( F \). The inequalities

\[
F_i(u_p) \geq s_i \int_{\Omega_i} \left[ \frac{u''_p^2}{2} + f(u_p) \right] \, dx
\]
then follow arguing as in Lemma 4 of [2]. Consequently, the equivalent of Lemma 11 (with \( K = 0 \)) and Lemma 12 hold. Next, we deduce as in Lemma 6 of [2] a priori bounds on \( \| u_p \|_\infty \) and \( \| u'_p \|_\infty \). Then, using the inequality (29),
these a priori bounds and the clipping procedure, the conclusion of Lemma 14 follows (possibly for a modification of the minimizing sequence). Therefore, the statement of Lemma 13 for $i = 0, \ldots, n - 1$ holds. To obtain an a priori bound in $I_n$, we first observe that for some $a > 0, k > 0$ and $\beta \in [0, \sqrt{2})$,

$$f(u) \geq k(1 - u)^2 \quad \text{and} \quad g(u) \geq -\beta \quad \text{for } |u - 1| \leq a.$$  \hfill (30)

Then arguing as in Proposition 2 of [2] and using the bound on $I_i$ for $i = 0, \ldots, n - 1$, we prove the existence of $T > 0$ such that for all $u_p$, there exists $v_p \in E_n$ that satisfies

$$\|v_p(x) - 1\| \leq a \quad \text{for all } x \geq T$$

and $\mathcal{F}(v_p) \leq \mathcal{F}(u_p)$. We then deduce an a priori bound on $\|v_p - 1\|_{H^2(\Omega_n, \infty)}$ using the bounds on $v_p$ and $v'_p$ on $[x_n, T]$ and arguing as in the proof of Theorem 1 on $(T, \infty)$.

We thus obtain a minimizing sequence $(v_p)_{p} \subseteq E_n$ that has the properties of Proposition 15. Now the end of the proof follows the same lines as the proof of Theorem 1. Just observe that denoting by $v$ the weak limit of $v_p$, the inequality $\mathcal{F}(v) \leq \lim_{p \to \infty} \mathcal{F}(v_p)$ follows by working separately on the intervals $[0, T)$ and $(T, \infty)$ using also (30). \hfill \square

As we mentioned in the introduction, the hypothesis $\inf_{\mathcal{E}} \mathcal{F} > -\infty$ of Theorem 1 implies that $\inf_{\mathcal{E}} \mathcal{F} \geq 0$, see Corollary 7 in [3]. Actually, we can even prove that $\inf_{\mathcal{E}} \mathcal{F} > 0$ and consequently the multitransition kinks all have a strictly positive action. Observe also that as a straightforward consequence of a repeated use of the clipping procedure, the minimum $u_n$ of $\mathcal{F}$ in $E_n$ has exactly one critical point in each interval $I_i$ for $i = 0, \ldots, n - 1$. On the other hand, in the tail, $u_n$ oscillates around 1, so that there exists a sequence $\xi_m, m \in \mathbb{N}$, such that $u'(\xi_m) = 0$, $u''(\xi_{2m}) \leq 0$, $u''(\xi_{2m+1}) \geq 0$, $u(\xi_{2m}) > u(\xi_{2m+2})$ and $u(\xi_{2m+1}) = u(\xi_{2m+3})$.

Let us come back to the stationary Swift–Hohenberg equation (4). Taking the function $u(x) = \sin(\omega x)$ with $\omega^4 = 3/8$ and computing

$$\frac{2\pi/\omega}{+\infty} \left[ \frac{1}{2}(u'^2 + \beta u^2) + \frac{1}{4}(u^2 - 1)^2 \right] dx = \frac{(3 + \sqrt{2})\beta}{61/4},$$

it is easy to deduce that the functional $\mathcal{J}_\beta: \mathcal{E} \to \mathbb{R}$ defined by

$$\mathcal{J}_\beta(u) = \left[ \frac{1}{2}(u'^2 + \beta u^2) + \frac{1}{4}(u^2 - 1)^2 \right] dx$$

is unbounded from below whenever $\beta < -\sqrt{3}/2$. In [3], it is proved that $\inf_{\mathcal{E}} \mathcal{J}_\beta = -\infty$ for $\beta < \beta_0$ where

$$\beta_0 = \inf \left\{ \beta < 0 \mid \inf_{\mathcal{E}} \mathcal{J}_\beta \geq 0 \right\}. \hfill (31)$$

For $\beta \geq \beta_0$, we obtain a family of kinks $u_n^* \in \mathcal{E}_n$ having $2n + 1$ zeros on $\mathbb{R}$.

**Proposition 17.** Let $\beta_0$ be given by (31). Then, for all $\beta \geq \beta_0$, for all $n \in \mathbb{N}$, $\mathcal{J}_\beta$ has a local minimum $u_n \in \mathcal{E}_n$ whose odd extension is a solution of (4) having exactly $2n + 1$ zeros. Moreover, $\mathcal{J}_\beta(u_n) < \mathcal{J}_\beta(u_{n+1})$ for all $n \in \mathbb{N}$.

**Proof.** The existence of the minimizers $u_n \in \mathcal{E}_n$ follows directly from Theorem 1 and the definition of $\beta_0$. For all $n \in \mathbb{N}$, we denote by $u_n^*$ the odd extension of $u_n$ on $\mathbb{R}$. We now prove that $\mathcal{J}_\beta(u_n) < \mathcal{J}_\beta(u_{n+1})$ for all $n \in \mathbb{N}$. Let $x_1$ be the first zero of $u_{n+1}$ in $(0, \infty)$. Then, the function $v_n = u_{n+1}(\cdot + x_1)$ belongs to $\mathcal{E}_n$. It follows from Lemma 16 that the action of $u_{n+1}$ on the interval $[x_0, x_1]$ is nonnegative. Therefore $\mathcal{J}_\beta(u_n) \leq \mathcal{J}_\beta(v_n) \leq \mathcal{J}_\beta(u_{n+1})$. Suppose that $\mathcal{J}_\beta(u_n) = \mathcal{J}_\beta(u_{n+1})$. Then $v_n$ is a minimizer of $\mathcal{J}_\beta$ in $\mathcal{E}_n$ and thus its odd extension $v_n^*$ is an heteroclinic solution of (4). Observe that $u_{n+1}(\cdot + x_1)$ also solves (4) on $\mathbb{R}$. As $u_{n+1}(\cdot + x_1) = v_n^*$ on $\mathbb{R}^+$, we obtain a contradiction with the uniqueness of the solution of the Cauchy problem. \hfill \square
5. Homoclinic connections

Homoclinics to ±1 belong respectively to the functional spaces ±1 + \(H^2(\mathbb{R})\). We focus only on homoclinics to +1. When minimizing the functional \(\mathcal{F}\) defined by (8), it is natural to search even homoclinic solutions. Indeed, suppose that \(u - 1 \in H^2(\mathbb{R})\), then there exists an even function \(u^*\) that satisfies \(u^* - 1 \in H^2(\mathbb{R})\) and \(\mathcal{F}(u^*) \leq \mathcal{F}(u)\). Observe that if \(\hat{x}\) is a critical point of \(u\), writing \(J_1 = (-\infty, \hat{x}]\) and \(J_2 = (\hat{x}, +\infty)\), the action of \(u\) is smaller on \(J_1\) or on \(J_2\). Assuming that \(u\) has a lower action on \(J_1\), we define \(u^* \in 1 + H^2(\mathbb{R})\) by

\[
\begin{align*}
    u^*(x) &= u(x) & \text{if } x \in J_1, \\
    u^*(2\hat{x} - x) &= u(x) & \text{if } x \in J_2.
\end{align*}
\]

Now \(\mathcal{F}(u^*) = 2\mathcal{F}_{J_1}(u) + \mathcal{F}_{J_2}(u) = \mathcal{F}(u)\).

By translation invariance, we can also restrict ourselves to even solutions with respect to zero. We therefore define the functional space

\[
\tilde{\mathcal{E}} = \{u \in C^1(\mathbb{R}) \mid u - 1 \in H^2(\mathbb{R}^+), \ u'(0) = 0\}.
\]

It is easily seen that if \(u \in \tilde{\mathcal{E}}\) is a critical point of the functional \(\mathcal{F}\), then \(u''(0) = 0\). It follows that the even extension of \(u\) on \(\mathbb{R}\) is a solution of (9) which is at least \(C^4\). Also, it is not difficult to verify that the condition (6) is satisfied.

As before, we assume that (F1) holds and \(\mathcal{F}\) is bounded from below on \(\tilde{\mathcal{E}}\). Actually, in a saddle-foci situation, this again implies that \(\mathcal{F}\) is nonnegative on \(\tilde{\mathcal{E}}\).

It is obvious that looking at minimizers of \(\mathcal{F}\) in \(\tilde{\mathcal{E}}\) leads to the trivial solution \(u = 1\). Moreover 1 is the only function having zero action if \(\mathcal{F}\) is bounded from below. To get nontrivial solutions, we minimize \(\mathcal{F}\) in subclasses \(\tilde{\mathcal{E}}_n \subset \tilde{\mathcal{E}}\) that do not contain the function 1. We define for each \(n \geq 0\) the subset \(\tilde{\mathcal{E}}_n \subset \tilde{\mathcal{E}}\) consisting of functions whose even extensions on \(\mathbb{R}\), make 2\(n\) transitions. Precisely, we assume that \(u \in \tilde{\mathcal{E}}_n\) if \(u \in \tilde{\mathcal{E}}\), and there exist \(0 = x_0 < x_1 < \cdots < x_n < x_{n+1} = \infty\) such that

\[
\begin{align*}
    u(x)(-1)^{i+n} > 0 & \quad \text{for } x \in (x_i, x_{i+1}), \\
    \max_{(x_i, x_{i+1})} u(x)(-1)^{i+n} & > 1.
\end{align*}
\]

Adapting the arguments of the previous sections, we are able to prove that \(\mathcal{F}\) has a local minimum in each of these subspaces in the two following situations.

**Theorem 18.** Let \(f\) and \(g\) \(\in C^2(\mathbb{R})\) satisfy (F1) and \(g(1)^2 < 4 f''(1)\). Assume further that \(\inf_{\mathbb{R}} \mathcal{F} > -\infty\). Then \(\mathcal{F}\) has a local minimizer \(\tilde{u}_n\) in each subspace \(\tilde{\mathcal{E}}_n\). Moreover, the even extension of \(\tilde{u}_n\) on \(\mathbb{R}\) is an homoclinic solution of (9) to +1, having exactly 2\(n\) zeros.

**Theorem 19.** Let \(f\) and \(g\) \(\in C^2(\mathbb{R})\) be even functions such that \(f(1) = f'(1) = 0\) and for some function \(\tilde{g} \in C(\mathbb{R})\) and some \(k < 1\),

\[
g(u) \geq \tilde{g}(u), \quad |\tilde{G}(u)| \leq k \sqrt{8f(u)}, \quad \forall u \in \mathbb{R},
\]

where \(\tilde{G}(u) := \int_0^u \tilde{g}(s) \, ds\). Assume moreover that \(g(1)^2 < 4 f''(1)\). Then the conclusion of Theorem 18 holds.

The proofs are basically identical to those of Theorems 1 and 2. Just observe that in order to adapt the second step of Theorem 1, we need the equivalent of Lemma 16 for functions \(u \in H^2(a, b)\) that satisfy \(u'(a) = u'(b) = 0\). Also, some arguments are slightly different, taking into account that \(u'(0) = 0\) instead of \(u(0) = 0\) for functions \(u \in \tilde{\mathcal{E}}\).
Observe that under the assumptions of Theorems 18 and 19, \( \inf_{E} \mathcal{F} > -\infty \) if and only if \( \inf_{\tilde{E}} \mathcal{F} > -\infty \). Therefore, we obtain homoclinic solutions for the Swift–Hohenberg equation for the same range of \( \beta \) as in Proposition 17.

**Proposition 20.** Let \( \beta_0 \) be as in Proposition 17. Then, for all \( \beta \geq \beta_0 \), for all \( n \in \mathbb{N} \), \( J_\beta \) has a local minimum \( \tilde{u}_n \in \tilde{E}_n \) whose even extension is a solution of (4) homoclinic to \( +1 \) having exactly \( 2n \) zeros. Moreover, \( J_\beta(\tilde{u}_n) < J_\beta(\tilde{u}_{n+1}) \) for all \( n \in \mathbb{N} \).
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