ON THE THERMODYNAMIC LIMIT FOR HARTREE–FOCK TYPE MODELS
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ABSTRACT. – We continue here our study [10–13] of the thermodynamic limit for various models of Quantum Chemistry, this time focusing on the Hartree–Fock type models. For the reduced Hartree–Fock models, we prove the existence of the thermodynamic limit for the energy per unit volume. We also define a periodic problem associated to the Hartree–Fock model, and prove that it is well-posed.

RÉSUMÉ. – Nous poursuivons dans cet article notre étude systématique [10–13] de la limite thermodynamique de divers modèles issus de la Chimie Quantique Moléculaire, en nous consacrant cette fois aux modèles de type Hartree–Fock. Pour le modèle de Hartree–Fock réduit, nous prouvons que l’énergie par unité de volume a une limite thermodynamique, que nous identifions. Nous définissons également un modèle périodique associé au modèle de Hartree–Fock, et nous démontrons qu’il est bien posé.

1. Introduction

We consider here the thermodynamic limit (or bulk limit) problem for some Hartree–Fock type models, thereby continuing a long term work that we have begun in [11] with a similar study in the setting of the Thomas–Fermi–von Weizsäcker type models. The results we have obtained in that framework were summarized in [10]. The thermodynamic limit problem for the Hartree type models has been studied in [13] and announced in [12]. Those we shall obtain here have also been announced in [12]. We refer the reader to [11] for a detailed introduction to these issues (see also [13], for a summary).

Briefly speaking, the so-called thermodynamic limit problem consists in examining the behaviour of models for a finite volume of matter when the volume under
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consideration goes to infinity. Since the energy is an extensive thermodynamic quantity, it is expected that the energy per unit volume goes to a finite limit when the volume goes to infinity. It is also expected that the function representing the state of the matter goes also to a limit in some sense. The thermodynamic limit problem we study (that is, for crystals and at zero temperature) may be stated as follows.

We consider a neutral molecule consisting of nuclei of unit charge (atomic units will be adopted in all that follows), and which are located at points \( k = (k_1, k_2, k_3) \) of integral coordinates in \( \mathbb{R}^3 \); each nucleus therefore lies at the center of a cubic unit cell \( Q_k = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 ; -\frac{1}{2} < x_i - k_i \leq \frac{1}{2}, \ i = 1, 2, 3 \} \) (with the convention that \( Q_0 \) will be henceforth denoted by \( Q \)). The set of the positions of these nuclei is then a finite subset \( \Lambda \) of the set of all points of integral coordinates that is \( \mathbb{Z}^3 \subset \mathbb{R}^3 \). The union of all cubic cells whose center is a point of \( \Lambda \) is denoted by \( \Gamma(\Lambda) \); its volume is denoted by \( |\Lambda| \). Since each cell has unit volume and each nucleus is of unit charge, \( |\Lambda| \) is also the number of nuclei and the total nuclear charge. It is important to note that, in all that follows, \( \Gamma(\Lambda) \) may be viewed as a big box into which the molecule is confined. (This claim may actually be checked rigorously; see Remark 3.2 in Section 3.1 below.) This assumption is standard for statistical physicists, and is compulsory at positive temperatures.

Suppose that for \( \Lambda \subset \mathbb{Z}^3 \) fixed, we have a well-posed model for the ground state of the neutral molecule consisting of \( |\Lambda| \) electrons and \( |\Lambda| \) nuclei located at the points of \( \Lambda \). Let us denote by \( I_\Lambda \) the ground state energy, and by \( \rho_\Lambda \) the minimizing electronic density.

Then, the question of the existence of the thermodynamic (or bulk) limit for the model under consideration may be stated as follows:

(i) Does there exist a limit for the energy per unit volume \( \frac{1}{|\Lambda|} I_\Lambda \) when \( |\Lambda| \) goes to infinity?

(ii) Does the minimizing density \( \rho_\Lambda \) approach a limit \( \rho_\infty \) (in a sense to be made precise later) when \( |\Lambda| \) goes to infinity?

(iii) Does the limit density \( \rho_\infty \) have the same periodicity as the assumed periodicity of the nuclei?

Let us precise now the scope of this article. We shall not deal here with the physical background of this theoretical problem, and we would rather refer the reader to the textbooks [6,55] and the articles [27,28]. The questions we tackle here are indeed close to questions of interest in Solid State Physics, both for theoretical and numerical purposes. For the sake of brevity, we shall not detail here the relationship between our work and Solid State Physics. We only mention some references here, namely [23,42], and also [2,6,9,40,43,48,49,57].

The purpose of our study is twofold: first, we want to check that the molecular model under consideration does have the expected behaviour in the limit of large volumes; second, we wish to set a limit problem that is well-posed mathematically and that can be justified in the most possible rigorous way (in particular with a view to give a sound ground for numerical simulations of the condensed phase).

The models we shall consider here, and which are described in Section 2 below, are issued from Quantum Chemistry, and therefore, they are models that are only valid at zero temperature. From the mathematical viewpoint, the thermodynamic limit problem
has been extensively studied, in the zero temperature setting as well as in the setting of strictly positive temperatures (see [11] or [13] for a brief historical survey). We shall only mention the ground-breaking work [32] by Lieb and Simon on the thermodynamic limit in the framework of the Thomas–Fermi theory (TF Theory for short). Indeed, this work was at the origin of our own study [11] on the Thomas–Fermi–von Weizsäcker model (TFW model for short), and has largely influenced our work.

In [11], we have proved that the three questions (i)–(ii)–(iii) of the thermodynamic limit problem that we have raised above can be answered positively in the setting of the TFW theory. We find it useful to briefly emphasize the fact that many of the concepts and techniques that we have used in [11] (some of them being inherited from Lieb and Simon, some others being introduced by us in order to treat the TFW case) will be useful here. Taking benefit from the work by Lieb and Simon who had already defined the TF periodic problem, the idea to introduce the periodic TFW problem was straightforward. Our “only” contribution was therefore to prove that the TFW model does converge in the thermodynamic limit to the guessed periodic model.

The Thomas–Fermi type models are derived from the so-called Density Functional Theory. In this framework, the electronic ground state is determined globally by a single function: the electronic density. In the Hartree model [13] and in the Hartree–Fock model that we study now, the $|\Lambda|$ electrons are described by $|\Lambda|$ wave-functions, whose number thus goes to infinity while passing to the thermodynamic limit. The analysis of these models is therefore expected to be much more intricate than in the Thomas–Fermi case. As a matter of fact, we have not been able to do in the Hartree–Fock setting everything we did in the TFW setting; that is to prove the convergence of the energy per unit volume in the thermodynamic limit. We shall see below that even the guess on the periodic problem is not so obvious for the Hartree–Fock model. Consequently, the mere definition of the limit problems turns out to be a substantial piece of the work. Actually, it is worth emphasizing that the main obstacle we shall encounter comes from the lack of convexity of the Hartree–Fock functional. Indeed, our study of the TFW model [11] (as well as the TF model study by Lieb and Simon [32]) relies in a crucial way upon the convexity of the energy functionals. For the very same lack of convexity, we have not been able in [13] to prove the convergence of the energy per unit volume in the thermodynamic limit for the Hartree model. We have only proved the convergence of the energy per unit volume in the thermodynamic limit for a simplified Hartree model (namely the restricted Hartree model), whose energy functional is convex. However, we have proposed a periodic problem which is likely to be the Hartree model for crystals, and we have proved that this periodic problem is mathematically well-posed.

Similarly, in the Hartree–Fock setting, we shall not be able to prove the convergence of the energy per unit volume in the thermodynamic limit. We shall nevertheless prove the convergence of the energy per unit volume in the thermodynamic limit for a simplified Hartree–Fock model, whose energy functional is convex (namely the reduced Hartree–Fock model, treated in Section 4).

As far as the Hartree–Fock model is concerned, we shall suggest a periodic problem as a candidate for the thermodynamic limit (see Section 5). We shall prove that this periodic problem is mathematically well-posed. By the way, it is worth emphasizing the fact that the Euler–Lagrange equations that are derived from our periodic HF problem
are already known in the Quantum Chemistry literature (see, for example, [42]), thereby strengthening our conviction that our model is the correct one.

This paper is organized as follows. The forthcoming Section 2 is devoted to the definition of the general setting we shall work in, and to the detailed presentation of the results we shall establish. Section 3 collects \textit{a priori} estimates for the reduced Hartree–Fock and the Hartree–Fock models and a detailed description of the so-called Bloch waves (or Floquet) decomposition, which is a well-known tool by Solid State physicists, and which will also play a great role in our study. Section 4 and Section 5 are concerned with the reduced Hartree–Fock and the Hartree–Fock model respectively. The last section of this paper is devoted to various comments and extensions. We shall also describe there some directions of current research.

2. General setting of the models and main results

Let us begin this section by defining the molecular models we shall deal with in this article, namely the Hartree–Fock model, and one of its simplified form, the reduced Hartree–Fock model. For the sake of brevity, we shall often abbreviate the names of these models, and write simply the HF and RHF models, respectively.

We recall from the introduction that, for each \( \Lambda \), finite subset of \( \mathbb{Z}^3 \subset \mathbb{R}^3 \), we consider the molecular system consisting of \( |\Lambda| \) nuclei of unit charge that are located at the points of \( \Lambda \) and of \( |\Lambda| \) electrons. We shall henceforth denote by

\[
V_{\Lambda}(x) = \sum_{k \in \Lambda} \frac{1}{|x - k|},
\]

the attraction potential created by the nuclei on the electrons, and by

\[
\frac{1}{2} U_{\Lambda} = \frac{1}{2} \sum_{m, n \in \Lambda} \frac{1}{|m - n|}
\]

the self-repulsion of the nuclei.

As in [11], we shall also consider the case when the nuclei are not point nuclei but are smeared nuclei. In that case, each Dirac mass located at a point \( k \) of \( \Lambda \) is replaced by a compactly supported smooth non-negative function of total mass one, typically denoted by \( m(\cdot - k) \), and “centered” at that point of \( \Lambda \). The regularity of the function \( m \) does not play a great role in the sequel, and therefore we shall assume without loss of generality that \( m \) is \( C^\infty \). The potential (2.1) and the repulsion (2.2) are then respectively replaced by

\[
V_{\Lambda}^m(x) = \sum_{k \in \Lambda} m(\cdot - k),
\]

\[
\frac{1}{2} U_{\Lambda}^m = \frac{1}{2} D\left(\sum_{k \in \Lambda} m(\cdot + k), \sum_{k \in \Lambda} m(\cdot + k)\right) - \frac{1}{2} |\Lambda| D(m, m).
\]
In the above equation, we have as usual denoted by $D(\cdot, \cdot)$ the double integral defined as follows

$$D(f, f) = \int \int_{\mathbb{R}^3 \times \mathbb{R}^3} f(x) f(y) \frac{|x - y|}{x - y} \, dx \, dy.$$ 

It will be convenient to introduce in this setting the function

$$m_A = \sum_{k \in A} m(\cdot - k).$$

In this setting of smeared nuclei, we shall also make use of the effective potential $\Phi_A$ defined for each electronic density $\rho_A$ as follows

$$\Phi_A = (m_A - \rho_A) \ast \frac{1}{|x|}.$$ 

We are now in position to introduce the molecular models we shall deal with.

The Hartree–Fock model, which is the most commonly used model in Quantum Molecular Chemistry [41] can be written as follows

$$I_{HF}^A = \inf \left\{ E_{HF}^A(K) + \frac{1}{2} U_A; K \in \mathcal{K}_A \right\}, \quad (2.3)$$

where the set of minimization $\mathcal{K}_A$ consists of self-adjoint operators $K$ on $L^2(\mathbb{R}^3)$ such that

$$\mathcal{K}_A = \{ 0 \leq K \leq 1, \, \text{Tr} \, K = |A|, \, \text{Tr} \, [(-\Delta - V_A)K] < +\infty \}, \quad (2.4)$$

with 1 denoting the identity on $L^2(\mathbb{R}^3)$. The energy functional $E_{HF}^A$ in (2.3) is given by

$$E_{HF}^A(K) = \text{Tr} \, [(-\Delta - V_A)K] + \frac{1}{2} \int \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(x, x) \rho(y, y)}{|x - y|} \, dx \, dy$$

$$- \frac{1}{2} \int \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(x, y)^2}{|x - y|} \, dx \, dy, \quad (2.5)$$

with $\rho(\cdot, \cdot)$ denoting the kernel of the Hilbert–Schmidt operator $K$. Let us now define the various quantities that appear in the above definition of the Hartree–Fock model.

The operator $K$ is the so-called \textit{reduced} one-particle density matrix. From the general theory of trace-class operators on $L^2(\mathbb{R}^3)$ (see, for example, [44]), any operator $K$ in $\mathcal{K}_A$ admits a complete set of eigenfunctions $(\varphi_n)_{n \geq 1}$ in $H^1(\mathbb{R}^3)$ associated to the eigenvalues $0 \leq \lambda_n \leq 1$ (counted with multiplicity). Thus we may decompose $K$ along such an eigenbasis of $L^2(\mathbb{R}^3)$, in such a way that its Hilbert–Schmidt kernel may be written as

$$\rho(x, y) = \sum_{n \geq 1} \lambda_n \varphi_n(x) \varphi_n^*(y).$$

Owing to the fact that $K$ is trace-class, the corresponding density is well-defined as a non-negative function in $L^1(\mathbb{R}^3)$ through $\rho(x, x) = \sum_{n \geq 1} \lambda_n |\varphi_n(x)|^2$, and $\text{Tr} \, K = |A| = \sum_{n \geq 1} \lambda_n |\varphi_n|_2^2$. 


\[ \int_{\mathbb{R}^3} \rho(x,x) \, dx = \sum_{n \geq 1} \lambda_n. \] Moreover, according to this spectral decomposition of \( K \), we may give a sense to

\[ \text{Tr}[\Delta K] = \sum_{n \geq 1} \lambda_n \int_{\mathbb{R}^3} |\nabla \varphi_n(x)|^2 \, dx, \quad (2.6) \]

while

\[ \text{Tr}[V_A K] = \sum_{n \geq 1} \lambda_n \int_{\mathbb{R}^3} V_A(x)|\varphi_n(x)|^2 \, dx = \int_{\mathbb{R}^3} V_A(x)\rho(x,x) \, dx. \]

It is a standard fact [30] that this formulation of the Hartree–Fock problem is equivalent to the following one, which might be more familiar to the reader

\[ I_{HF} = \inf \left\{ E_{HF}(\varphi_1; \ldots; \varphi_{|\Lambda|}) + \frac{1}{2} U_A; \varphi_i \in H^1(\mathbb{R}^3), \right\} \]

\[ \left\{ \varphi_i \varphi_j^* = \delta_{i,j}, 1 \leq i, j \leq |\Lambda| \right\}, \quad (2.7) \]

\[ E_{HF}(\varphi_1; \ldots; \varphi_{|\Lambda|}) = \sum_{i=1}^{|\Lambda|} \int_{\mathbb{R}^3} |\nabla \varphi_i|^2 - \int_{\mathbb{R}^3} V_A(x) \rho(x) \, dx + \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{\rho(x) \rho(y)}{|x-y|} \, dx \, dy \]

\[ - \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|\rho(x,y)|^2}{|x-y|} \, dx \, dy, \quad (2.8) \]

where \( \rho(x,y) = \sum_{i=1}^{|\Lambda|} \varphi_i(x)\varphi_i(y)^* \), \( \rho(x) = \rho(x,x) = \sum_{i=1}^{|\Lambda|} |\varphi_i(x)|^2 \). This equivalence means that every minimizer of (2.3)–(2.5) is a projector with finite rank \(|\Lambda|\). In this latter formulation the \( \varphi_i \)'s are interpreted as the electronic wave-functions. Let us observe that the formulation in terms of density matrices is more intrinsic, and therefore sometimes more convenient to use than the second one. Indeed, for every unitary transform \( U \) in \( C^{|\Lambda|} \), and for every orthonormal family \( (\varphi_i)_{1 \leq i \leq |\Lambda|} \) in \( H^1(\mathbb{R}^3)^{|\Lambda|} \), we obviously have \( E_{HF}(U(\varphi_1; \ldots; \varphi_{|\Lambda|})) = E_{HF}(\varphi_1; \ldots; \varphi_{|\Lambda|}) \), while the density matrices that are respectively associated to \( U(\varphi_1; \ldots; \varphi_{|\Lambda|}) \) and \( (\varphi_1; \ldots; \varphi_{|\Lambda|}) \) are the same.

It is of course straightforward to deduce from the point nuclei setting (2.3)–(2.5) the analogous smeared nuclei setting for the HF problem; namely

\[ I_{HF} = \inf \left\{ \text{Tr}[-\Delta K] + \frac{1}{2} D(\rho - m_A, \rho - m_A) - \frac{|\Lambda|}{2} D(m,m) \right\} \]

\[ - \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|\rho(x,y)|^2}{|x-y|} \, dx \, dy; \quad K \in \mathcal{K}_A \}. \quad (2.9) \]

We also remark that the equivalence with a standard form of the type (2.7)–(2.8) obviously holds true.

As announced above, we shall also consider in the sequel the following simplified form of the Hartree–Fock model; namely the reduced Hartree–Fock model:
\[ I_{\Lambda}^{RHF} = \inf \left\{ E_{\Lambda}^{RHF}(K) + \frac{1}{2} U_{\Lambda}; \ K \in \mathcal{K}_{\Lambda} \right\}. \] 

(2.10)

\[ E_{\Lambda}^{RHF}(K) = \text{Tr}\left[ (-\Delta - V_{\Lambda})K \right] + \frac{1}{2} D(\rho, \rho) \] 

(2.11)

(where \( \mathcal{K}_{\Lambda} \) is still defined by (2.4)), and respectively its analogous smeared nuclei model

\[ I_{\Lambda}^{m,RHF} = \inf \left\{ \text{Tr}\left[ -\Delta K \right] + \frac{1}{2} D(\rho - m_{\Lambda}, \rho - m_{\Lambda}) \right\} - \frac{1}{2} |\Lambda|D(m, m); \ K \in \mathcal{K}_{\Lambda}. \] 

(2.12)

In order to turn to the thermodynamic limit problem per se, it is now time to recall the properties of the sequence of sets \( \Lambda \) that we shall consider. For the sake of completeness, we recall here the following definition taken from [11] and [32].

**Definition 1.** – We shall say that a sequence \( (\Lambda_i)_{i \geq 1} \) of finite subsets of \( \mathbb{Z}^3 \) goes to infinity if the following two conditions hold:

(a) For any finite subset \( A \subset \mathbb{Z}^3 \), there exists \( i \in \mathbb{N} \) such that

\[ \forall j \geq i, \quad A \subset \Lambda_j. \]

(b) If \( \Lambda^h \) is the set of points in \( \mathbb{R}^3 \) whose distance to \( \partial \Gamma(\Lambda) \) is less than \( h(>0) \), then

\[ \lim_{i \to \infty} \frac{|\Lambda^h_i|}{|\Lambda_i|} = 0, \quad \forall h > 0. \]

Condition (b) will be hereafter referred to as the Van Hove condition.

Briefly speaking, a sequence satisfying the Van Hove condition is a sequence for which the ‘boundary’ is negligible in front of the ‘interior’. A sequence of large cubes typically satisfies the conditions of Definition 1. We shall only consider henceforth so-called Van Hove sequences which are going to infinity in the sense of the above definition. Occasionally, some additional conditions will also be required (see Theorem 2.2). Following the notation of [32,11], we shall write henceforth \( \lim_{\Lambda \to \infty} f(\Lambda) \) instead of \( \lim_{i \to \infty} f(\Lambda_i) \).

Before introducing the Hartree–Fock type periodic models, it is to be noticed that a key-point for their definition is the understanding of laws of interactions between periodically arranged particles. Indeed, owing to the long-range of the Coulomb potential, the electrostatic potential created by the infinite lattice of nuclei cannot be simply \( \sum_{k \in \mathbb{Z}^3} \frac{1}{|k-i|} \), since this series obviously does not make sense.

We first of all introduce the periodic potential \( G \) that is uniquely defined by

\[ -\Delta G = 4\pi \left( -1 + \sum_{y \in \mathbb{Z}^3} \delta(\cdot - y) \right), \] 

(2.13)

and

\[ \int_{Q} G = 0, \] 

(2.14)
with \( \delta \) being the Dirac measure. Due to our choice of normalization (2.14) for \( G \), we also need to define the constant

\[
M = \lim_{x \to 0} \left[ G(x) - \frac{1}{|x|} \right].
\]  

(2.15)

We shall see in the sequel that this periodic potential \( G \) (which is also the Green’s function of the Laplacian with periodic conditions on the unit cell) is the interaction electrostatic potential created by the periodic distribution of charges of nuclei. We denote

\[
D_G(f, f) = \iint_{Q \times Q} f(x) G(x - y) f(y) \, dx \, dy.
\]

We also define

\[
f(x) = \frac{1}{|x|} - \int_{Q} \frac{dy}{|x - y|},
\]

and then

\[
f_{\Lambda}(x) = \sum_{k \in \Lambda} \left( \frac{1}{|x - k|} - \int_{Q} \frac{dy}{|x - k - y|} \right).
\]

It is convenient to rewrite \( f_{\Lambda} \) as

\[
f_{\Lambda} = V_{\Lambda} - \chi_{\Gamma(\Lambda)} \ast \frac{1}{|x|},
\]

where, more generally, we shall denote by \( \chi_{\Omega} \) the characteristic function of the domain \( \Omega \). Besides, it is proved in [32], and recalled in [11], that, when \( Q \) is a cube,

\[
|f(x)| \leq C \frac{1}{|x|^4}
\]

almost everywhere on \( \mathbb{R}^3 \), for some positive constant \( C \), and that \( f_{\Lambda} \) converges to the periodic potential \( G + d \), for some real constant \( d \) that is independent of \( \Lambda \), uniformly on compact subsets of \( \mathbb{R}^3 \setminus \mathbb{Z}^3 \). Moreover, for any compact subset \( K \) of \( \mathbb{R}^3 \), \( f_{\Lambda} - \sum_{k \in \Lambda \cap K} \frac{1}{|x - k|} \) converges uniformly on \( K \) to \( G + d - \sum_{k \in \mathbb{Z}^3 \cap K} \frac{1}{|x - k|} \) (see [32]). Therefore, we may noteworthy observe that the periodic potential \( G \) which was previously defined by (2.13) and (2.14) is also given by

\[
G(x) = \sum_{k \in \mathbb{Z}^3} \left( \frac{1}{|x - k|} - \int_{Q} \frac{1}{|x - y - k|} \, dy \right) - d;
\]

that is, the sum over the lattice points of the Coulomb potential created by a point charge placed at the center of the unit cube, and which is screened, on each cell, by a uniform background of negative unit charge. This screening effect which is commonly observed
in thermodynamic limit issues (see [25–27,32,11,13]) is a consequence of the electrical neutrality of the molecular systems under consideration.

Let us now turn to the periodic problems we want to define. We shall detail in Section 3.2 below the reasons why we need to introduce the following set of operators, which are aimed to become the analogues of the usual density matrices in the periodic case.

**Definition 2.** Let
\[ Q^* = [-\pi; +\pi] \cup \{3, \} \]
and, for every \( \xi \) in \( Q^* \),
\[ L^2_{\xi}(Q) = \{ u \in L^2_{\text{loc}}(\mathbb{R}^3); e^{-i\xi \cdot x} u \text{ is } Q\text{-periodic} \} . \]

We now consider families of operators \( K_\xi (\xi \in Q^*) \), which are self-adjoint on \( L^2_{\xi}(Q) \), and which enjoy the following properties, for almost every \( \xi \in Q^* \).

(H2)' \[ 0 \leq K_\xi \leq 1 \]
with \( 1 \) being the identity on \( L^2_{\xi}(Q) \);

(H3) the operators \( K_\xi \) have finite traces, and satisfy \[ \int_{Q^*} \text{Tr}_{L^2_{\xi}(Q)}[\Delta K_\xi] \, d\xi < +\infty \] and \[ \int_{Q^*} \text{Tr}_{L^2_{\xi}(Q)}[-\Delta K_\xi] \, d\xi < +\infty \].

To every such family of operators is associated, in a unique way, a self-adjoint operator \( K \) in \( L^2_{\text{loc}}(\mathbb{R}^3) \), denoted by \( K = \int_{Q^*} K_\xi \, d\xi \), such that

(H1) \( K \) commutes with the translations of \( \mathbb{Z}^3 \);

(H2) \[ 0 \leq K \leq 1 \].

We denote by \( \mathcal{K} \) the set of operators \( K = \int_{Q^*} K_\xi \, d\xi \) which satisfy the conditions (H1)–(H4) (or equivalently (H2'), (H3) and (H4)), and we shall call \( K \) a periodic density matrix.

In all that follows, we shall denote by \( \rho(\xi, \cdot, \cdot) \) the Hilbert–Schmidt kernel of \( K_\xi \). Owing to the fact that \( K_\xi \) is a trace-class operator, we may give a sense to \( \rho(\xi, x, x) \) as a \( Q \)-periodic function in \( L^1_{\text{loc}}(\mathbb{R}^3) \), and to
\[ \rho(x) = \int_{Q^*} \rho(\xi, x, x) \, \frac{d\xi}{(2\pi)^3}. \]  

Moreover, \( \rho(x) \) is also a \( Q \)-periodic function in \( L^1_{\text{loc}}(\mathbb{R}^3) \), which will play the role of the electronic density in crystals. Let us emphasize once more the fact that the definitions of the various quantities appearing in the above definitions are made precise in Section 3.2 below, and, more specifically, in Proposition 3.2 therein.

With the help of the above definitions, we are now able to state the periodic minimization problems associated to the above RHF and HF models. First, for the RHF model (2.10)–(2.11), we set:

\[ E^{RHF}_{\text{per}}(K) = \int_{Q^*} \text{Tr}_{L^2_{\xi}(Q)}[-\Delta K_\xi] \, \frac{d\xi}{(2\pi)^3} - \int_{Q} G \rho + \frac{1}{2} D_G(\rho, \hat{\rho}) \]
with $\rho$ being defined by (2.16). The analogous model in the smeared nuclei setting is written

$$I_{\text{per}}^{m,\text{RHF}} = \inf \left\{ E_{\text{per}}^{m,\text{RHF}}(K); K \in \mathcal{K} \right\},$$

(2.19)

$$E_{\text{per}}^{m,\text{RHF}}(K) = \int_{Q^*} \text{Tr}_{L_{\xi}(Q)} \left[ -\Delta K_{\xi}^2 \right] \frac{d\xi}{(2\pi)^3} + \frac{1}{2} D_G(\rho - m, \rho - m) - \frac{1}{2} D_G(m, m).$$

(2.20)

We shall prove in Section 4 the following results.

**Theorem 2.1 (Well-posedness of the RHF periodic problem).** – The minimization problem defined by (2.17) and (2.18) (respectively by (2.19) and (2.20)) admits a minimum. In addition, the corresponding minimizing density $\rho$ is unique and, thus, shares the symmetries of the unit cube.

**Theorem 2.2 (Thermodynamic limit for the RHF energy).** – We assume that the Van Hove sequence $\Lambda$ satisfies

$$\lim_{\Lambda \to \infty} \frac{|\Lambda_h|}{|\Lambda|} \log |\Lambda_h| = 0, \quad \forall h > 0,$$

(2.21)

where $\Lambda_h$ is defined in Definition 1. In addition, we assume that the unit cell $Q$ of the periodic lattice is a cube.

In the point nuclei case, we have

$$\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} I_{\Lambda}^{\text{RHF}} = I_{\text{per}}^{\text{RHF}} + \frac{M}{2},$$

where the constant $M$ is defined by (2.15). Respectively, in the smeared nuclei case, assuming in addition that $m$ shares the symmetries of the unit cube $Q$, we have

$$\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} I_{\Lambda}^{m,\text{RHF}} = I_{\text{per}}^{m,\text{RHF}} + \frac{M}{2},$$

where, this time, the constant $M$ is defined by

$$M = \iint_{Q \times Q} m(x)m(y) \left[ G(x - y) - \frac{1}{|x - y|} \right] \, dx \, dy.$$  

(2.22)

Some comments are in order. The reader has remarked that some technical assumptions ($Q$ is a cube, (2.21), and $m$ has cubic symmetry) have been made in the above theorem. We need these technical assumptions in Section 4, and more precisely in Subsection 4.3 to prove that the upper limit of $\frac{1}{|\Lambda|} I_{\Lambda}^{\text{RHF}}$ may be compared from above by $I_{\text{per}}^{\text{RHF}} + \frac{M}{2}$. A technical assumption such as (2.21), that is satisfied by all Van Hove sequences except some very pathological ones, already appears in [11]. However, in [11],
we manage to get rid of all these technical assumptions using another strategy of proof
for results like Theorem 2.2; namely the "energy via density" strategy. Here, such a
strategy, based upon the convergence of the minimizers, is out of reach. Of course we
believe they are not necessary here either. We believe there is room for improvement in
our proofs and some other strategy could allow one to do without these assumptions.
Unfortunately, we have not been able to do without them so far.

On the contrary, no additional assumption at all is necessary for the other results
stated in this work. In particular, the fact that the unit cell is a cube is not important for
Theorems 2.1 and 2.3. We shall not repeat this observation in the forthcoming sections,
but the reader should keep it in mind. For further comments, we refer the reader to
Section 6.

In view of the above theorem, and in view of calculations that will be detailed
in Sections 3 and 5 below, we find it natural to introduce the following periodic
minimization problem in the Hartree–Fock framework:

\[
I_{\text{per}}^{\text{HF}} = \inf \left\{ E_{\text{per}}^{\text{HF}}(K) ; K \in \mathcal{K} \right\},
\]

(2.23)

where \( \rho(x) \) is still defined by (2.16). With \( \rho(\xi; \cdot, \cdot) \) being the Hilbert–Schmidt of \( K_\xi \),
the Schwarz kernel of \( K \) is given by \( \rho(x, y) = \int_Q \rho(\xi; x, y) \frac{d\xi}{(2\pi)^3} \), and belongs to
\( L^2(Q \times \mathbb{R}^3) \) (at least ; see Proposition 3.2 in Section 3.2 below). For some reasons
which are made precise later in Section 5, the periodic exchange term \(-\frac{1}{2} E_{\text{exc}}(K)\) is then
defined by any of the following two equivalent quantities (see Lemma 5.1 in Section 5
below):

\[
E_{\text{exc}}(K) = \int d\xi \int_Q \frac{|\rho(\xi; x, y)|^2}{|x - y|} dy
\]

\[
= \int \int \int \int (Q^*)^2 \times \mathbb{R}^2 \rho(\xi; x, y) W_\infty(\xi - \xi', x - y) \rho^*(\xi'; x, y) dx \, dy \, d\xi \, d\xi'
\]

\[
= \sum_{k \in \mathbb{Z}^3} \frac{e^{ik \cdot \eta}}{|z + k|}.
\]

(2.25)

The analogous problem in the smeared nuclei case reads

\[
I_{\text{per}}^{m,\text{HF}} = \inf \left\{ E_{\text{per}}^{m,\text{HF}}(K) ; K \in \mathcal{K} \right\},
\]

(2.26)

\[
E_{\text{per}}^{m,\text{HF}}(K) = \int_{Q^*} \text{Tr}_{\mathcal{L}^2(Q)} [-\Delta K_{\xi}] \frac{d\xi}{(2\pi)^3} + \frac{1}{2} D_G(\rho - m, \rho - m)
\]
For the Hartree–Fock model, we only have hints which indicate that the limit we suggest above is the correct one. In order to prepare and stimulate future works on the subject, we prove in Section 5 that the periodic Hartree–Fock problem is well-posed, in the following sense.

**Theorem 2.3 (Well-posedness of the HF periodic problem).** The minimization problem defined by (2.23) and (2.24) (respectively by (2.26) and (2.27)) admits a minimum. Moreover, we establish in Subsection 5.2 the following.

**Proposition 2.1.** We assume that the Van Hove sequence \( \Lambda \) satisfies (2.21). In addition, we assume that the unit cell \( Q \) is a cube, and that there exists a minimizer \( K \in K \) of \( I_{\text{HF}}^{\text{per}} \) whose density \( \rho \) shares the symmetries of the unit cube. Then,

\[
\limsup_{\Lambda \to \infty} \frac{I_{\text{HF}}^{\text{per}}(\Lambda)}{|\Lambda|} \leq I_{\text{HF}}^{\text{per}} + \frac{M}{2},
\]

where \( I_{\text{HF}}^{\text{per}} \) is defined by (2.23)–(2.24).

Finally, we define the following useful functional transformation which is a particular convex combination, and that we have already used in [11]. It will be again very efficient in the present work in Subsection 4.1, by allowing to take advantage of the convexity of the reduced Hartree–Fock functional, in order to compare from below the lower limit of the energy per unit volume by the corresponding reduced Hartree–Fock periodic model.

**Definition 3.** For a given sequence \( \Lambda \) and a sequence \( \rho_{\Lambda} \) of densities, we call the \( \sim \)–transform of \( \rho_{\Lambda} \) and denote by \( \tilde{\rho}_{\Lambda} \) the following sequence of functions

\[
\tilde{\rho}_{\Lambda} = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} \rho_{\Lambda}(\cdot + k).
\]

We shall make use in the sequel of the following notation. If \( H \) is a functional space, we denote by \( H_{\text{unif}}(\mathbb{R}^3) \) the space

\[
H_{\text{unif}}(\mathbb{R}^3) = \left\{ \psi \in \mathcal{D}'(\mathbb{R}^3) ; \psi \in H(x + Q) \ \forall x \in \mathbb{R}^3, \ \sup_{x \in \mathbb{R}^3} \| \psi \|_{H(x + Q)} < \infty \right\},
\]

and

\[
H_{\text{per}}^1(Q) = \left\{ u \in H_{\text{loc}}^1(\mathbb{R}^3), u \text{ periodic in } x_i, \ i = 1, 2, 3, \text{ of period } 1 \right\}.
\]

As announced in the introduction, the sequel of this paper is devoted to the proofs of the above results.
3. Preliminaries

3.1. A priori estimates for the reduced Hartree–Fock and the Hartree–Fock models

We begin this section by recalling the existence results of minima for the Hartree–Fock and the reduced Hartree–Fock models defined in Section 2 through the formula (2.3)–(2.5) and (2.10)–(2.11) respectively. We shall only state the results and make the proofs in the case of point nuclei; stating the analogues in the case of the smeared nuclei brings no additional difficulty and the proofs are even easier in that case (see [11]).

In the Hartree–Fock setting, the existence of a minimizer for neutral molecules for the standard Hartree–Fock model (2.7)–(2.8) has been proved by Lieb and Simon in [33] and by Lions in [37]. Moreover, the equivalence between the standard Hartree–Fock model (2.7)–(2.8) and the Hartree–Fock model stated in terms of density matrices (2.3)–(2.5) (without restricting the minimization to projectors) is due to Lieb [30]. Lieb’s proof has been simplified later by Bach [5]. A similar proof by Lions may also be found in [37]. In the reduced Hartree–Fock setting (2.10)–(2.11), the existence of a minimizer $K_{\Lambda} \in K_{\Lambda}$ for neutral molecules is due to Solovej [52]. It is important to notice that, the energy functional (2.11) is convex with respect to the density matrix. Moreover, thanks to the strict convexity of $\rho \mapsto D(\rho, \rho)$ (this is standard) and of the convexity of the set $K$, any minimizer $K_{\Lambda}$ of (2.10) leads to the same density which is uniquely defined (it does not depend on the minimizer $K_{\Lambda}$) (see [52]). Let us henceforth denote by $\rho_{\Lambda}(x)$ this density.

Let us now begin our study of the thermodynamic limit for these models with getting bounds on the energy per unit volume.

**Lemma 3.1.** – Let $\Lambda$ be a Van Hove sequence, then $\frac{1}{|\Lambda|} I_{\Lambda}^{RHF}$ and $\frac{1}{|\Lambda|} I_{\Lambda}^{HF}$ are bounded independently of $\Lambda$.

**Proof.** – Since the so-called exchange term $-\frac{1}{2} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(x,y)}{|x-y|} \, dx \, dy$ appearing in the definition (2.5) of $E_{\Lambda}^{HF}$ is non-positive, it is obvious, from (2.3)–(2.5) and (2.10)–(2.11) that

$$\frac{1}{|\Lambda|} I_{\Lambda}^{HF} \leq \frac{1}{|\Lambda|} I_{\Lambda}^{RHF}.$$  

Thus in order to prove the above lemma, we shall first check that $\frac{1}{|\Lambda|} I_{\Lambda}^{RHF}$ is bounded from above, and then, that $\frac{1}{|\Lambda|} I_{\Lambda}^{HF}$ is bounded from below, with bounds that are independent of $\Lambda$.

Let us begin with the bound from above, which is simpler. Let $\varphi \in \mathcal{D}(Q)$ with $\int_Q \varphi^2 \, dx = 1$. For each $k$ in $\Lambda$, we set $\varphi_k = \varphi(\cdot - k)$. Then, the trace-class operator $K_{\Lambda}^0$, whose Hilbert–Schmidt kernel is defined by $\sum_{k \in \Lambda} \varphi_k(x) \varphi_k^*(y)$ is clearly a test function for $I_{\Lambda}^{RHF}$, with the electronic density being $\rho_{\Lambda}^0 = \sum_{k \in \Lambda} |\varphi_k|^2$. Arguing as in [11], Chapter 3, Section 3.2 for the electrostatic terms, we check successively that

$$\frac{1}{|\Lambda|} \text{Tr}[-\Delta K_{\Lambda}^0] = \int_Q |\nabla \varphi|^2,$$

and that
\[
\lim_{\Lambda \to \infty} \frac{1}{|A|} \left( \frac{1}{2} U_A - \int_{\mathbb{R}^3} V_A \rho_A + \frac{1}{2} D(\rho_\Lambda, \rho_A) \right) = \frac{M}{2} - \int Q \rho + \frac{1}{2} D_G(\rho, \rho).
\]

Let us check now the lower bound for the Hartree–Fock energy per unit volume. We first recall that, by virtue of the so-called Lieb–Thirring inequality \([35]\) and its generalization by Lions and Paul \([39]\) to the case of general density matrices, there exists a positive constant \(C_{LT}\), that is independent of \(\Lambda\), such that, for any \(K\) in \(\mathcal{K}_A\):

\[
C_{LT} \int_{\mathbb{R}^3} \rho^{5/3} \leq \text{Tr}[\Delta K].
\]

On the other hand, the Lieb–Oxford inequality \([31]\) gives a lower bound for the exchange term in the following way. There exists a positive constant \(C_{LO}\) that is independent of \(\Lambda\), such that, for any \(K\) in \(\mathcal{K}_A\) with density \(\rho - C_{LO} \int_{\mathbb{R}^3} \rho^{4/3} \leq -\int \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{|\rho(x; y)|^2}{|x - y|} dx dy.
\]

Whence, with the help of (3.1) and (3.2), the HF model may be compared from below by a Thomas–Fermi–Dirac type model (see Lieb \([29]\)), as follows:

\[
E_{HF}^{\Lambda}(K) \geq C_{LT} \int_{\mathbb{R}^3} \rho^{5/3} - \int_{\mathbb{R}^3} V_A \rho + \frac{1}{2} D(\rho, \rho) - C_{LO} \int_{\mathbb{R}^3} \rho^{4/3},
\]

for every \(K \in \mathcal{K}_A\). The proof of the lower bound for \(\frac{1}{|A|} I_{HF}^{\Lambda}\) is then a consequence of the results obtained by Lieb and Simon \([32]\) and by the authors \([11]\) for the Thomas–Fermi type models. We first notice that, when \(K\) lies in \(\mathcal{K}_A\), because of the Lieb–Thirring inequality (3.1), the corresponding electronic density \(\rho\) belongs to the set \(\{\rho \geq 0, \rho \in L^{5/3}(\mathbb{R}^3), D(\rho, \rho) < +\infty, \int_{\mathbb{R}^3} \rho = |A|\}\). In particular, with the help of the Hölder inequality, and since \(1 \leq \frac{4}{3} \leq \frac{5}{3}\), we get

\[
\int_{\mathbb{R}^3} \rho^{4/3} \leq \left( \int_{\mathbb{R}^3} \rho^{5/3} \right)^{1/2} \left( \int_{\mathbb{R}^3} \rho \right)^{1/2} \leq \left( \int_{\mathbb{R}^3} \rho^{5/3} \right)^{1/2} |A|^{1/2}.
\]

In addition, with \(f_A = V_A - \chi_{\Gamma(A)} \ast \frac{1}{|x|}\), we recall from \([11]\) that, for every \(1 \leq p < 3\),

\[
\|f_A\|_{L^p(\mathbb{R}^3)} \leq C |A|^{1/p}.
\]

Whence, going back to (3.3),

\[
E_{HF}^{\Lambda}(K) + \frac{U_A}{2} \geq C_{LT} \int_{\mathbb{R}^3} \rho^{5/3} - \int_{\mathbb{R}^3} f_A \rho + \frac{1}{2} D(\chi_{\Gamma(A)} - \rho, \chi_{\Gamma(A)} - \rho)
\]
\[- C_{\text{LO}} \int_{\mathbb{R}^3} \rho^{4/3} + \frac{U_A}{2} - \frac{1}{2} D(\chi_{\Gamma(\Lambda)}, \chi_{\Gamma(\Lambda)}) \]

\[ \geq C_{\text{LT}} \int_{\mathbb{R}^3} \rho^{5/3} - \| f_A \|_{L^{5/2}} \| \rho \|_{L^{5/3}} - C_{\text{LO}} \left( \int_{\mathbb{R}^3} \rho^{5/3} \right)^{1/2} |\Lambda|^{1/2} - C_0 |\Lambda| \quad (3.6) \]

\[ \geq C_{\text{LT}} \| \rho \|_{L^{5/3}}^{5/3} - |\Lambda|^{2/5} \| \rho \|_{L^{5/3}} - C_{\text{LO}} \| \rho \|_{L^{5/3}}^{5/6} |\Lambda|^{1/2} - C_0 |\Lambda|, \quad (3.7) \]

for every $K \subset K_A$, where, in addition to (3.4) and (3.5) – with $p = \frac{5}{3}$, we have used the following two facts:

\[ - \int_{\mathbb{R}^3} V_A \rho + \frac{1}{2} D(\rho, \rho) + \frac{U_A}{2} \]

\[ = - \int_{\mathbb{R}^3} f_A \rho + \frac{1}{2} D(\chi_{\Gamma(\Lambda)} - \rho, \chi_{\Gamma(\Lambda)} - \rho) + \frac{U_A}{2} - \frac{1}{2} D(\chi_{\Gamma(\Lambda)}, \chi_{\Gamma(\Lambda)}), \]

which follows from the definition of $f_A$, and

\[ |U_A - D(\chi_{\Gamma(\Lambda)}, \chi_{\Gamma(\Lambda)})| \leq C_0 |\Lambda|, \quad (3.8) \]

for some positive constant $C_0$ that is independent of $\Lambda$ [11]. From (3.7) and by setting $X = \frac{\| \rho \|_{L^{5/3}}^{5/3}}{|\Lambda|^{5/6}}$, we finally obtain

\[ \frac{1}{|\Lambda|} I_{\Lambda}^{\text{RF}} \geq C_{\text{LT}} X^{5/3} - X - C_{\text{LO}} X^{5/6} - C_0, \quad (3.9) \]

for any $X \geq 0$. The function of $X$ which appears in the right-hand side of the above inequality is bounded from below by some constant (independent of $\Lambda$) on the set $\{X \geq 0\}$. This concludes the proof of the lemma. \hfill \Box

From now on, we shall denote by $K_\Lambda$ a minimizer of $I_{\Lambda}^{\text{RF}}$ or $I_{\Lambda}^{\text{HF}}$ indiscriminately, by $\rho_\Lambda(\cdot, \cdot)$ its kernel, and by $\rho_\Lambda = \rho_\Lambda(x; x)$ the corresponding electronic density. As a corollary of Lemma 3.1 and its proof, we have the following:

**Proposition 3.1.** – There exist positive constants $C$ that are independent of $\Lambda \subset \mathbb{Z}^3$ such that the following estimates hold:

\[ \frac{1}{|\Lambda|} \text{Tr}[-\Delta K_\Lambda] \leq C; \quad (3.10a) \]
\[ \frac{1}{|\Lambda|} \int_{\mathbb{R}^3} |\nabla \sqrt{\rho_\Lambda}|^2 \leq C; \quad (3.10b) \]
\[ \frac{1}{|\Lambda|} \int_{\mathbb{R}^3} \rho_\Lambda^{5/3} \leq C; \quad (3.10c) \]
\[ \frac{1}{|\Lambda|} \int_{\mathbb{R}^3} \rho_\Lambda^p \leq C, \quad \text{for every } 1 \leq p \leq \frac{5}{3}; \quad (3.10d) \]
\[
\frac{1}{|\Lambda|} D(\chi_{\Gamma(\Lambda)} - \rho_\Lambda, \chi_{\Gamma(\Lambda)} - \rho_\Lambda) \leq C; \quad \text{and} \quad (3.10c)
\]

\[
0 \leq \frac{1}{|\Lambda|} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{|ho_\Lambda(x; y)|^2}{|x - y|} \, dx \, dy \leq C. \quad (3.10f)
\]

**Remark 3.1.** The bound (3.10f) on the exchange term was postulated in the chemistry literature (see [42]) but, to the best of our knowledge, it was not checked rigorously so far except in the simplified framework of the free electron gas by Friesecke [21]. This bound implies that the exchange term has to be asymptotically of the same order as the volume occupied by the molecule, here $|\Lambda|$. In particular, the exchange term exhibits an asymptotic behaviour in the thermodynamic limit which is completely different from the one of the other electrostatic terms. (Note that each of them behave separately like $|\Lambda|^{5/3}$ while their sum globally behaves like $|\Lambda|$ (see [11]).)

**Proof of Proposition 3.1.** We argue only in the framework of the Hartree–Fock model, the case of the reduced Hartree–Fock model being even easier to deal with. We first show that (3.10c) holds. Indeed, on the one hand, we know, by Lemma 3.1, that the energy per unit volume $\frac{1}{|\Lambda|} I_{HF}^\Lambda$ is bounded from above by some constant independently of $\Lambda$. While, on the other hand, by combining with (3.9) in the special case when $X = \frac{\parallel\rho_\Lambda\parallel_{L^{5/3}}}{\Lambda^{5/3}}$, and by using Jensen’s inequality, we obtain

\[
C \geq \frac{1}{|\Lambda|} I_{HF}^\Lambda \geq C_1 X^{5/3} - C_2,
\]

where $C$, $C_1$ and $C_2$ are positive constants that are independent of $\Lambda$. It is now easy to deduce (3.10c). Hölder’s inequality together with (3.10c) yields (3.10d).

The inequality (3.10f) next follows with the help of the Lieb–Oxford inequality (3.2) and (3.10d) – with $p = \frac{4}{3}$. From (3.5) and (3.10c), and using Hölder’s inequality, we deduce

\[
\frac{1}{|\Lambda|} \int_{\mathbb{R}^3} f_\Lambda \rho_\Lambda \leq C. \quad (3.11)
\]

We then deduce (3.10e) by comparing (3.10c), (3.10f) and (3.11) with (3.6) and (3.8). Collecting the previous bounds and comparing with the definition (2.5) of $E_{HF}^\Lambda(K_\Lambda)$, we check that the last remaining term in the definition of the functional, namely $\text{Tr}[-\Delta K_\Lambda]$, is also of the order of $|\Lambda|$. This gives (3.10a).

We next observe that for every $K$ in $K_\Lambda$, we have

\[
\int_{\mathbb{R}^3} |\nabla \sqrt{\rho}|^2 \leq \text{Tr}[-\Delta K]. \quad (3.12)
\]

Indeed, let $K \in K_\Lambda$ be given, that we decompose along an eigenbasis $(\varphi_n)_{n \geq 1} \in H^1(\mathbb{R}^3)$ as in Section 2. Thanks to (2.6), we check successively that:

\[
\int_{\mathbb{R}^3} |\nabla \sqrt{\rho}|^2 = \int_{\mathbb{R}^3} \left| \nabla \left( \sum_{n \geq 1} \lambda_n |\varphi_n|^2 \right)^{1/2} \right|^2
\]
\begin{align*}
&= \int_{\mathbb{R}^3} \rho^{-1} \sum_{i=1}^3 \left| \frac{1}{4} \sum_{n \geq 1} \lambda_n \left( \psi_n \cdot \frac{\partial \psi_n}{\partial x_i} + \psi_n^* \cdot \frac{\partial \phi_n}{\partial x_i} \right) \right|^2 \\
&\leq \int_{\mathbb{R}^3} \rho^{-1} \sum_{i=1}^3 \left( \sum_{n \geq 1} \lambda_n |\psi_n|^2 \right) \left( \sum_{n \geq 1} \left| \frac{\partial \phi_n}{\partial x_i} \right|^2 \right) \\
&\leq \int_{\mathbb{R}^3} \rho^{-1} \sum_{i=1}^3 \left( \sum_{n \geq 1} \lambda_n |\psi_n|^2 \right) \left( \sum_{n \geq 1} \left| \frac{\partial \phi_n}{\partial x_i} \right|^2 \right) \\
&\leq \int_{\mathbb{R}^3} \sum_{n \geq 1} \lambda_n |\nabla \psi_n|^2 = \text{Tr}[\Delta K] \\
\end{align*}

with the help of the Cauchy–Schwarz inequality to obtain (3.14) and with the convention that the quantities inside the integrals in the right-hand sides of (3.13) to (3.14) are zero almost everywhere in the region where \( \rho \) itself vanishes. Finally, thanks to (3.12), (3.10b) is a direct consequence of (3.10a). This concludes the proof of the proposition. \( \square \)

From these bounds on the energy per unit volume, we deduce as in [11,13], the following two corollaries.

**Corollary 3.1 (Compactness).** – For any Van Hove sequence \( \Lambda \), we have

\[
\int_{\Gamma(\Lambda)'c} \rho_{\Lambda} = o(|\Lambda|). \tag{3.15}
\]

**Remark 3.2.** – The above corollary says that, asymptotically, \( |\Lambda| + o(|\Lambda|) \) electrons lie in the “big box” \( \Gamma(\Lambda) \). With this result together with the fact that the Van Hove condition allows to neglect the surface effects, it turns out that, at zero temperature, any boundary condition for the wave functions or the electronic density on a big box (like Neumann, Dirichlet or periodic boundary conditions) give rise to the same periodic model after passing to the thermodynamic limit. This, of course, may be particularly relevant for numerical computations.

**Proof of Corollary 3.1.** – This is a direct consequence of (3.10e) (see [11], Section 3 in Chapter 3). \( \square \)

The second corollary makes use of the notion of \( \sim \)-transform, introduced in [11] and recalled in Definition 3 in Section 2.

**Corollary 3.2.** – For any Van Hove sequence \( \Lambda \), the sequence \( \sqrt{\rho_{\Lambda}} \) is bounded in \( H^1_{\text{unif}}(\mathbb{R}^3) \), independently of \( \Lambda \). Moreover,

\[
\lim_{\Lambda \to \infty} \int_Q \tilde{\rho}_{\Lambda} = 1. \tag{3.16}
\]

The above bounds on \( \tilde{\rho}_{\Lambda} \), which are easily deduced by a convexity argument from the definition of the \( \sim \)-transform and from the bounds (3.10b) and (3.10d), will be useful
while passing to the lower limit on the energy per unit volume for the reduced Hartree–Fock model in Subsection 4.1.

Let us end this subsection by recalling the following result which asserts that the limit of a sequence of ~-transforms is necessarily periodic. We skip its easy proof, for which all arguments may be found in [11].

**Lemma 3.2.** Let \( \Lambda \) be a Van Hove sequence in the sense of Definition 1. Let \( f_{\Lambda} \) be a sequence of functions such that, either \( \|f_{\Lambda}\|_{L^p(\mathbb{R}^3)} \leq C \) or \( \|f_{\Lambda}\|_{L^p(\mathbb{R}^3)} \leq C|\Lambda|^{1/p} \), for some \( p \in [1, +\infty] \) and some constant \( C \) that is independent of \( \Lambda \). Let us assume that \( \tilde{f}_{\Lambda} \) converges to some \( \tilde{f} \), almost everywhere on \( \mathbb{R}^3 \), or weakly in \( L^p_{\text{loc}} \) — when \( 1 \leq p < +\infty \), or in \( L^{\infty} - \text{weak} \) — when \( p = +\infty \). Then, \( \tilde{f} \) is periodic.

In order to state rigorously the periodic models we shall consider below, we extend in the forthcoming section the classical notion of one-particle density matrix used for molecules to its analogue for crystals. This construction will allow us to set the RHF and HF models for crystals in terms of such “periodic density matrices”. These new objects are closely related to the so-called Bloch waves decomposition classically used in Solid State Physics, as we shall see below.

### 3.2. Bloch waves decomposition

Let \( Q = [-\frac{1}{2}; +\frac{1}{2}]^3 \) be the unit cube of \( \mathbb{R}^3 \) centered at 0. We denote by \( Q^* = [-\pi; +\pi]^3 \) the unit cell of the dual (or reciprocal) lattice associated to \( \mathbb{Z}^3 \). In full generality, while working with a general periodic lattice (with unit cell still denoted by \( Q \)), \( Q^* \) is the so-called Brillouin zone associated to the dual lattice (see, for example, [45, Section XIII-16]).

In the sequel, we shall denote by \( K \) a self-adjoint operator in \( L^2(\mathbb{R}^3) \), which is aimed at being the “periodic density matrix” we are looking for, and that enjoys the following properties:

(H1) \( K \) commutes with the translations which leave the periodic lattice \( \mathbb{Z}^3 \) invariant; namely

\[
\forall k \in \mathbb{Z}^3, \quad \tau_k K = K \tau_k,
\]

with \( \tau_k \) being defined by

\[
\tau_k \varphi = \varphi(\cdot + k)
\]

for any function \( \varphi \) on \( \mathbb{R}^3 \).

(H2) \( 0 \leq K \leq 1 \), in the sense of self-adjoint operators in \( L^2(\mathbb{R}^3) \), with 1 being the identity operator on \( L^2(\mathbb{R}^3) \).

Because of (H1), \( K \) is not a compact operator. However, taking advantage of this invariance property of \( K \), we shall be able to decompose \( K \) into a continuous family of compact, and even trace-class, operators, whose spectral decomposition is therefore very simple. It is classical to study the spectral resolution of \( K \) as an operator on \( L^2(\mathbb{R}^3) \) with the help of the so-called Bloch waves decomposition of \( K \) which has been introduced by Floquet [20] in the one dimensional case and by Bloch [7] in the general case. We shall explain now the main ingredients of this method following mainly the formalism...
of Reed and Simon [45, Section XIII-16] together with the book by Conca, Planchard and Vanninathan [16]. Among the wide literature which is devoted to the Bloch waves decomposition (and some applications), we refer more specifically the reader to [2,15,17–19,22,24,56].

The spirit of this decomposition is the following: We may construct a decomposition of $L^2(\mathbb{R}^3)$ according to this invariance by translation. For this purpose, we define $\mathcal{H} = L^2(Q^*; L^2(Q))$. Then, there is an isometry $U$ between $L^2(\mathbb{R}^3)$ and $\mathcal{H}$, the so-called Floquet operator, defined by $U : L^2(\mathbb{R}^3) \to \mathcal{H}$ and

$$(U\varphi)_\xi(x) = \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \varphi(x + k), \quad \text{for a.e. } \xi \in Q^*, \ x \in Q, \quad (3.17)$$

for any $\varphi$ in the Schwartz class $\mathcal{S}(\mathbb{R}^3)$. One may check (see [45]) that $U$ is unitary from $L^2(\mathbb{R}^3)$ onto $\mathcal{H}$ and that the inverse of $U$ is $U^*$ defined, for all $\xi \mapsto g_\xi$ in $\mathcal{H}$, by:

$$(U^*g)(x + k) = \int_{Q^*} e^{ik \cdot \xi} g_\xi(x) \frac{d\xi}{(2\pi)^3}, \quad (3.18)$$

for all $k \in \mathbb{Z}^3$, for a.e. $x \in Q$. We write down explicitly the fact that $U$ is an isometry, using (3.17) and (3.18), and we obtain the following identity

$$(\varphi; \psi)_{L^2(\mathbb{R}^3)} = \int_{Q^*} ((U\varphi)_\xi; (U\psi)_\xi)_{L^2(Q)} \frac{d\xi}{(2\pi)^3}, \quad (3.19)$$

for any functions $\varphi$ and $\psi$ in $L^2(\mathbb{R}^3)$, from which we also infer that, in particular:

$$\|\varphi\|_{L^2(\mathbb{R}^3)}^2 = \int_{Q^*} \|(U\varphi)_\xi\|_{L^2(Q)}^2 \frac{d\xi}{(2\pi)^3}. \quad (3.20)$$

Let us make a few comments on the definition (3.17). First of all, the expression appearing in the right-hand side of (3.17) may be seen as a Fourier series expansion with respect to the $\xi$ variable, and whose coefficients lie in $L^2(Q)$. Next, it is clear from (3.17) that $e^{-i\xi \cdot x}(U\varphi)_\xi(x)$ is $Q$-periodic. Such functions are often called quasi-periodic functions with quasi-momentum $\xi$. They are known as Bloch waves in the Solid State Physics literature. It is more convenient (and we shall always do it in the following) to look at $(U\varphi)_\xi$ as a function lying in $L^2_\xi(Q)$, with

$L^2_\xi(Q) = \{ \varphi \in L^2_{\text{loc}}(\mathbb{R}^3)/\varphi(x + k) = e^{ik \cdot \xi} \varphi(x), \ \forall k \in \mathbb{Z}^3, \ \text{for a.e. } x \in Q \}$,

or, equivalently,

$L^2_\xi(Q) = \{ \varphi \in L^2_{\text{loc}}(\mathbb{R}^3)/e^{-i\xi \cdot x} \varphi(x) \text{ is } Q\text{-periodic} \}.$

It is clear from the second formulation, that $L^2_\xi(Q)$, endowed with the usual Hilbert scalar product on $L^2(Q)$, is a Hilbert space which is isomorphic to $L^2(Q)$. 
With the help of the isomorphism $U$ between $L^2(\mathbb{R}^3)$ and $\mathcal{H}$, we now return to the spectral analysis of the operators $K$ satisfying (H1) by following [45].

To the above decomposition of functions in $L^2(\mathbb{R}^3)$ into Bloch waves corresponds a so-called direct integral decomposition of $K$ in the sense that there exists a unique function $\xi \mapsto K_\xi$ in $L^\infty(\mathbb{Q}^*; \mathcal{L}(L^2(\mathbb{Q})))$ (in that follows, $\mathcal{L}(X)$ denotes the space of bounded linear operators from $X$ into itself) such that, for any function $\varphi$ in $L^2(\mathbb{R}^3)$ and almost every $\xi$ in $\mathbb{Q}^*$:

$$(UK\varphi)_{\xi} = K_\xi (U\varphi)_{\xi}.$$  

(3.21)

Moreover, we also have:

$$\sup_{\xi \in \mathbb{Q}^*} \|K_\xi\|_{\mathcal{L}(L^2(\mathbb{Q})))} = \|K\|_{\mathcal{L}(L^2(\mathbb{R}^3))}.$$  

(3.22)

And we shall write

$$K = \int_{\mathbb{Q}^*} K_\xi \frac{d\xi}{(2\pi)^3}$$  

(3.23)

in order to refer to the decomposition (3.21) of $K$.

The spectral analysis of $K$ now reduces to the spectral analysis of the family of self-adjoint operators $K_\xi \in \mathcal{L}(L^2(\mathbb{Q}))$, the parameter $\xi$ varying in $\mathbb{Q}^*$. We now enter the details of such a decomposition for a special class of operators satisfying (H1) and (H2) which will appear below in the setting of the periodic reduced Hartree–Fock and the periodic Hartree–Fock models.

From now on, let us denote by $K$ an arbitrary self-adjoint operator satisfying (H1) and (H2). We assume that there exists a kernel representation of $K$ of the form

$$K\varphi(x) = \int_{\mathbb{R}^3} \rho(x; y)\varphi(y) dy,$$

say for any function $\varphi$ in $\mathcal{S}(\mathbb{R}^3)$, with $\rho(\cdot; \cdot) \in L^2_{\text{loc}}(\mathbb{R}^3 \times \mathbb{R}^3)$. Note that (H1) is then equivalently written

$$\rho(x + k; y + k) = \rho(x; y), \quad \text{for every } k \in \mathbb{Z}^3, \text{ a.e. on } \mathbb{R}^3 \times \mathbb{R}^3,$$  

(3.24)

while the self-adjointness of $K$ simply reads

$$\rho^*(x; y) = \rho(y; x),$$

where $\rho^*$ denotes the complex conjugate of $\rho$ ($\in \mathbb{C}$). We shall now impose further conditions on the kernel $\rho$.

As a consequence of the definition and of the uniqueness of the decomposition (3.23) of $K$, we deduce that each operator $K_\xi$ is self-adjoint [45]. Moreover, we have the following

**Lemma 3.3.** Let $K = \int_{\mathbb{Q}^*} K_\xi \frac{d\xi}{(2\pi)^3}$. Then, (H2) is equivalent to:
(H2') \(0 \leq K_\xi \leq 1\) in the sense of self-adjoint operators in \(\mathcal{L}(L_2^2(Q))\), and for almost every \(\xi\) in \(Q^*\).

We are searching for operators \(K\) for which the \(K_\xi\)'s are Hilbert–Schmidt, and more specifically, we shall rely upon the following.

**Lemma 3.4.** – Let \(K = \int_{Q^*} K_\xi \frac{d\xi}{(2\pi)^3}\). Then the following two properties are equivalent:

(i) \(\rho \in L^2(Q \times \mathbb{R}^3) \cap L^2(\mathbb{R}^3 \times Q)\).

(ii) For almost every \(\xi\) in \(Q^*\), \(K_\xi\) is a Hilbert–Schmidt operator with kernel \(\rho(\xi; x; y)\), and \(\rho(\xi; x; y) \in L^2(Q^*; L^2(Q \times Q))\).

Moreover, if \(K\) satisfies (i) or (ii), we have

\[
\int_{Q^*} d\xi (2\pi)^3 \int_{Q \times Q} |\rho(\xi; x; y)|^2 dxdy = \int_{Q \times \mathbb{R}^3} |\rho(x; y)|^2 dxdy.
\]  

(3.26)

In addition, \(\rho\) and \(\rho(\xi; \cdot; \cdot)\) are related as follows: For almost every \(x\) and \(y\) in \(Q\), and \(\xi\) in \(Q^*\),

\[
\rho(\xi; x; y) = \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \rho(x + k; y) = \sum_{k \in \mathbb{Z}^3} e^{+ik \cdot \xi} \rho(x; y + k),
\]  

(3.27)

hence

\[
\rho(x; y) = \int_{Q^*} \rho(\xi; x; y) \frac{d\xi}{(2\pi)^3}.
\]  

(3.28)

**Proof of Lemma 3.3.** – The proof mimics that of (3.22), which may be found in [45, Section XIII.16] (proof of Theorem XIII-83). We shall partially reproduce the argument here for the sake of consistency.

In virtue of (3.22), and since (H2) implies in particular that

\[
\|K\|_{\mathcal{L}(L^2(\mathbb{R}^3))} \leq 1,
\]

it just remains to check that \(K_\xi \geq 0\) for almost every \(\xi \in Q^*\) as soon as \(K \geq 0\) (the reverse implication being even easier to prove).

Following [45], we choose a dense subset \(\{\beta_k\}_{k \geq 1}\) of the unit sphere of \(L^2(Q)\), and we take an arbitrary function \(f \geq 0\) in \(L^1(Q^*)\). We check now that, for every \(k \geq 1\),

\[
\int_{Q^*} f(\xi)(K_\xi \beta_k; \beta_k)_{L^2(\mathbb{R}^3)} \frac{d\xi}{(2\pi)^3} \geq 0.
\]

(3.29)

Our claim will follow then immediately, since we already know that the \((K_\xi \beta_k; \beta_k)'s\) belong to \(L^\infty(Q^*)\). Let us first note that \(\sqrt{\mathcal{F}}\) belongs to \(L^2(Q^*)\). Then, if we set \(g_k = U^*(\sqrt{\mathcal{F}} \beta_k)\), \(g_k \in L^2(\mathbb{R}^3)\), and by using the definition (3.21) of \(K_\xi\) together with the definition (3.19) of the scalar product on \(\mathcal{H}\), we have
\[
\int_{Q^*} f(\xi)(K_{\xi} \beta_k; \beta_k)_{L^2(Q)} \frac{d\xi}{(2\pi)^3} = \int_{Q^*} (K_{\xi} \sqrt{f(\xi)\beta_k}; \sqrt{f(\xi)} \beta_k)_{L^2(Q)} \frac{d\xi}{(2\pi)^3} \\
= \int_{Q^*} ((Ug_k)_{\xi}; (Ug_k)_{\xi})_{L^2(Q)} \frac{d\xi}{(2\pi)^3} \\
= \int_{Q^*} (UK_{g_k}; g_k)_{L^2(R^3)} \frac{d\xi}{(2\pi)^3} = (K_{g_k}; g_k)_{L^2(R^3)} \geq 0,
\]
because of (H2).

The proof of Lemma 3.4 is based upon the following result that we shall use several times in the sequel:

**Lemma 3.5.** Let \((u_n(\xi; \cdot))_{n \geq 1}\) be a Hilbert basis of \(L^2_\xi(Q)\) for almost every \(\xi\) in \(Q^*\), such that \(\xi \mapsto u_n(\xi; \cdot)\) (that we shall simply denote by \(u_n\) in the following) belongs to \(H\). Then, if we set \(\varphi_n = U^* u_n\) and, for every \(p\) in \(Z^3\),

\[
\varphi_{n,p} = \tau_p \varphi_n = \int_{Q^*} e^{ip \cdot \xi} u_n(\xi; x) \frac{d\xi}{(2\pi)^3}, \tag{3.29}
\]

the family \((\varphi_{n,p})_{n \geq 1, p \in Z^3}\) is a Hilbert basis of \(L^2(R^3)\).

**Remark 3.3.** Before giving the proof of Lemma 3.5, and then the one of Lemma 3.4, let us first note that such a basis exists. Indeed, if \((u_n)\) is a given Hilbert basis of \(L^2(Q)\) consisting of \(Q\)-periodic functions (think, for example, of \(u_n = e^{2\pi i n \cdot x}, n \in Z^3\)), then \(u_n(\xi; x) = e^{\xi \cdot x} u_n(x)\) provides the desired example.

**Proof of Lemma 3.5.** Let \((u_n) \in H\) and \((\varphi_{n,p})_{n,p} \) be defined as in the statement of the above lemma. We first show that the \((\varphi_{n,p})_{n \geq 1, p \in Z^3}\)'s form an orthonormal family in \(L^2(R^3)\). Indeed, let \(n,m \geq 1\) and let \(p,q \in Z^3\). Then, using first the definition (3.19) of the Hilbert scalar product on \(H\), the definition (3.29) of \((\varphi)_{n,p}\), next the orthonormality of \(u_n(\xi; \cdot)\) and \(u_m(\xi; \cdot)\), and finally the fact that

\[
\int_{Q^*} e^{ip \cdot \xi} \frac{d\xi}{(2\pi)^3} = \delta_{p,0},
\]

for every \(p \in Z^3\) (\(\delta_\cdot\) being the Kronecker symbol), we have

\[
\int_{R^3} \varphi_n(x + p) \varphi_m^*(x + q) dx = \int_{Q^*} ((U\varphi_n,p)_{\xi}; (U\varphi_m,q)_{\xi})_{L^2(Q)} \frac{d\xi}{(2\pi)^3} \\
= \int_{Q^*} e^{i(p-q) \cdot \xi} \frac{d\xi}{(2\pi)^3} \int_{Q} u_n(\xi; x) u_m^*(\xi; x) dx \\
= \delta_{n,m} \int_{Q^*} e^{i(p-q) \cdot \xi} \frac{d\xi}{(2\pi)^3} = \delta_{n,m} \delta_{p,q}.
\]
We now check that the Parseval identity holds, thus proving our claim. Indeed, let \( \psi \in L^2(\mathbb{R}^3) \), then

\[
\sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} \left| \int_{\mathbb{R}^3} \psi(x) \varphi_n^*(x + p) \, dx \right|^2 = \sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} \left| \int_{\mathbb{R}^3} \left( (U \psi)_\xi; (U \varphi_{n,p})_\xi \right)_{L^2(Q)} \frac{d\xi}{(2\pi)^3} \right|^2
\]

\[
= \sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} \int_{\mathbb{Q}^* \times \mathbb{Q}^*} e^{i\xi \cdot \left( \xi - \xi' \right)} \left( (U \psi)_\xi; u_n(\xi'; \cdot) \right)_{L^2(Q)} d\xi d\xi'
\]

\[
\times \left( (U \psi)_\xi; u_n(\xi'; \cdot) \right)_{L^2(Q)} \frac{d\xi d\xi'}{(2\pi)^6}
\]

\[
= \sum_{n \geq 1} \int_{\mathbb{Q}^*} \left| \int_{\mathbb{Q}} (U \psi)_\xi(x) u_n^*(\xi; x) \, dx \right|^2
\]

\[
= \int_{\mathbb{Q}^*} \| (U \psi)_\xi \|_{L^2(Q)}^2 \frac{d\xi}{(2\pi)^3}
\]

\[
= \| \psi \|^2_{L^2(\mathbb{R}^3)},
\]

where (3.30) follows from the Poisson formula, (3.31) from the Parseval identity, and (3.32) from (3.20).

We may turn now to the

**Proof of Lemma 3.4.** – Let \((u_n)_n\) and \((\varphi_{n,p})_{n,p}\) be defined as in Lemma 3.5. With the help of Lemma 3.5, and using first the Parseval identity in \(L^2(\mathbb{R}^3)\), and then the definition of \(\rho\) as the kernel of \(K\), we have

\[
\left\langle \int \rho(x; y)^2 \, dx \, dy \right\rangle = \int \frac{dx}{\mathbb{Q}} \sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} \left| \int \rho(x; y) \varphi_n^*(y + p) \, dy \right|^2
\]

\[
= \sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} \| K \varphi_{n,p} \|_{L^2(\mathbb{Q})}^2
\]

\[
= \sum_{n \geq 1} \| K \varphi_n \|_{L^2(\mathbb{R}^3)}^2
\]

\[
= \sum_{n \geq 1} \| K \varphi_n \|_{L^2(\mathbb{R}^3)}^2 \frac{d\xi}{(2\pi)^3},
\]

where (3.33) comes from (H1), and (3.34) from the definitions of \(K_\xi\) and of the scalar product on \(H\). From (3.34), we obtain in particular, that \(\sum_{n \geq 1} \| K_\xi u_n(\xi; \cdot) \|_{L^2(Q)}^2\) is finite for almost every \(\xi\) in \(Q^*\) as soon as (3.25) holds true; this is precisely the definition of \(K_\xi\) as an Hilbert–Schmidt operator on \(L^2(\mathbb{Q})\), whose kernel \(\rho(\xi; \cdot; \cdot)\) belongs to \(L^2(\mathbb{Q}^* \times \mathbb{Q})\) for almost every \(\xi\) in \(Q^*\) (see, for example, [44]). Therefore, (ii) holds. If we go back to
(3.34), we now have

\[
\int\sum_{n \geq 1} \|K_{\xi} u_n(\xi; \cdot)\|_{L^2(Q)}^2 \frac{d\xi}{(2\pi)^3} = \int \frac{d\xi}{(2\pi)^3} \int_{Q \times Q} |\rho(\xi; x; y)|^2 \, dx \, dy,
\]

whence (3.26). It is easily seen that the same proof gives in fact the proof of the converse implication (ii) \(\Rightarrow\) (i) since at each step of the proof we have argued by equivalence.

Let us now prove (3.27) and (3.28). For almost every \(y\) fixed in \(Q\), we know from (3.25) that \(\rho(\cdot; y)\) lies in \(L^2(\mathbb{R}^3)\). Next, (3.27) and (3.28) are two equivalent formulations of the claim that \(\rho(\xi; x; y)\) is obtained by applying the transformation \(U\) in \(x\) to \(\rho(x; y)\). By the way, let us note that, because of (3.20), this claim provides another proof of (3.26). Let us check that (3.27) holds. Let \(\varphi\) be fixed, say in \(S(\mathbb{R}^3)\), we check successively that

\[
(UK\varphi)_{\xi}(x) = \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} (K\varphi)(x + k)
\]

\[
= \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \int_{\mathbb{R}^3} \rho(x + k; y) \varphi(y) \, dy
\]

\[
= \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \int_{\mathbb{R}^3} \rho^*(y; x + k) \varphi(y) \, dy
\]

\[
= \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \int_{Q^*} \frac{d\xi'}{(2\pi)^3} \int_{\mathbb{Z}^3} \sum_{l \in \mathbb{Z}^3} e^{il \cdot \xi'} \rho^*(y + l; x + k)(U\varphi)_{\xi'}(y) \, dy
\]

\[
= \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \int_{Q^*} \frac{d\xi'}{(2\pi)^3} \int_{\mathbb{Z}^3} \sum_{l \in \mathbb{Z}^3} e^{il \cdot \xi'} \rho(x + l; y)(U\varphi)_{\xi'}(y) \, dy
\]

\[
= \int_{Q^*} \sum_{k \in \mathbb{Z}^3} e^{-ik \cdot \xi} \rho(x; y)(U\varphi)_{\xi}(y) \, dy
\]

(3.36)

with (3.19) to deduce (3.35), and the Poisson formula to obtain (3.36). This proves our claim. \(\square\)

We are now ready to state the definition of the admissible “periodic density matrices” we shall work with.

Let \(K = \int_{Q^*} K_{\xi} \frac{d\xi}{(2\pi)^3}\) be a self-adjoint operator in \(L^2(\mathbb{R}^3)\) satisfying (H1). We shall say that \(K\) is an **admissible periodic density matrix** if \(K\) satisfies in addition to (H1) the following properties (H2)–(H4):

(H2) \(0 \leq K \leq 1\),
(H3) for almost every $\xi$ in $Q^*$, $K_\xi$ is a trace-class operator on $L^2_\xi(Q)$, and

$$\int_{Q^*} \text{Tr}_{L^2_\xi(Q)} K_\xi \frac{d\xi}{(2\pi)^3} = 1,$$

(3.37)

(H4) for almost every $\xi$ in $Q^*$, $-\Delta_\xi K_\xi$ is a trace-class operator on $L^2_\xi(Q)$, and

$$\int_{Q^*} \text{Tr}_{L^2_\xi(Q)} [-\Delta_\xi K_\xi] \frac{d\xi}{(2\pi)^3} < +\infty,$$

(3.38)

where $-\Delta_\xi$ is a notation for the operator $e^{i\xi \cdot x} (-\Delta_{\text{per}}) e^{-i\xi \cdot x}$ acting on $L^2_\xi(Q)$, and with $-\Delta_{\text{per}}$ denoting the Laplace operator associated to periodic boundary conditions in $Q$. Actually, $-\Delta_\xi$ is equivalently defined by $-\Delta = \int_{Q^*} -\Delta_\xi \frac{d\xi}{(2\pi)^3}$ according to the definitions (3.21) and (3.23) of the Bloch waves decomposition (see [45]). The set of all admissible periodic density matrices is denoted by $K$. We collect in the forthcoming Proposition 3.2 various properties of the periodic density matrices in $K$, that have been proved in the course of this section. But, before that, let us introduce some functional spaces: For every $\xi$ in $Q^*$, and for every $1 \leq p \leq +\infty$,

$$L^p_\xi(Q) = \{ \varphi \in L^p_{\text{loc}}(R^3) / \tau_k \varphi = e^{ik \cdot \xi} \varphi, \forall k \in Z^3 \},$$

and

$$H^1_\xi(Q) = \{ \varphi \in H^1_{\text{loc}}(R^3) / \tau_k \varphi = e^{ik \cdot \xi} \varphi, \forall k \in Z^3 \}.$$ 

**Proposition 3.2.** Let $K$ belong to $K$. Then,

(i) $K$ satisfies the equivalent properties given in Lemma 3.4.

(ii) For almost every $\xi$ in $Q^*$, there exists a complete set of eigenfunctions $(u_n(\xi; \cdot))_{n \geq 1}$ of $K_\xi$ in $L^2_\xi(Q)$ corresponding to the non-increasing sequence of eigenvalues $0 \leq \lambda_n(\xi) \leq 1$ (counted with their multiplicity) such that $u_n(\xi; \cdot) \in H^1_\xi(Q)$, $\xi \mapsto u_n(\xi; \cdot) \in \mathcal{H}$, and such that

$$\rho(\xi; x; y) = \sum_{n \geq 1} \lambda_n(\xi) \left| u_n(\xi; x) u_n^*(\xi; y) \right|^2 \text{ a.e. on } Q.$$  

(iii) For almost every $\xi$ in $Q^*$, $u_n(\xi; \cdot) \mapsto \rho(\xi; x; x)$ is periodic, non-negative, belongs to $L^1_{\text{unif}}(Q)$, and may be written

$$\rho(\xi; x; x) = \sum_{n \geq 1} \lambda_n(\xi) \left| u_n(\xi; x) \right|^2 \text{ a.e. on } Q.$$
Hence, \( \text{Tr}_{L^2_Q} K_\xi = \int_Q \rho(\xi; x; x) \, dx \). In addition, we may define \( \rho(x; x) \) by

\[
\rho(x; x) = \int_{Q^*} \rho(\xi; x; x) \frac{d\xi}{(2\pi)^3},
\]

and \( \rho(x; x) \) is a \( Q \)-periodic, non-negative function in \( L^1_{\text{unif}}(Q) \). And, we also have

\[
\int_{Q^*} \text{Tr}_{L^2_Q} K_\xi \frac{d\xi}{(2\pi)^3} = \int_{Q^*} \int_Q \rho(\xi; x; x) \, dx \frac{d\xi}{(2\pi)^3} = \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) \frac{d\xi}{(2\pi)^3} = \int_Q \rho(x; x) \, dx = 1.
\]

(iv) (H4) writes

\[
\int_{Q^*} \text{Tr}_{L^2_Q} [ - \Delta_\xi K_\xi ] \frac{d\xi}{(2\pi)^3} = \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) \frac{d\xi}{(2\pi)^3} \int_Q |\nabla u_n(\xi; x)|^2 \, dx < +\infty.
\]

Let us now turn to the thermodynamic limit problem for the RHF model.

### 4. The reduced Hartree–Fock model

This section is devoted to the proof of Theorem 2.2 which has been stated in Section 2. It is organized as follows. We begin with the hardest part of the work in Subsection 4.1, which consists in verifying that the lower limit of the energy per unit volume may be bounded from below by the periodic RHF model. Subsection 4.2 is then devoted to the proof of Theorem 2.1; that is of the well-posedness of the periodic RHF model. At last, with a minimizer of this periodic model at hand, we are able to check in Subsection 4.3 that the upper limit of the energy per unit volume may be compared from above by the periodic RHF model.

#### 4.1. Lower limit of the energy per unit volume

In this section, we bound from below the lower limit of \( \frac{1}{\Lambda} I^RHF \) as defined in (2.10)–(2.11) by the energy of the periodic RHF model (2.17)–(2.18). For the sake of clarity, let us recall here the definitions of these problems:

\[
I^RHF_{\Lambda} = \inf \left\{ E^RHF_{\Lambda}(K) + \frac{1}{2} U_\Lambda; \ K \in K_{\Lambda} \right\},
\]

\[
E^RHF_{\Lambda}(K) = \text{Tr}[(-\Delta - V_\Lambda)K] + \frac{1}{2} D(\rho, \rho),
\]

\[
I^RHF_{\text{per}} = \inf \{ E^RHF_{\text{per}}(K); \ K \in K \},
\]
\[ E_{\text{per}}^{\text{RHF}}(K) = \int \mathcal{Q}^\star \text{Tr} L^2_{\mathbb{R}^3} \left[ -\Delta K_\xi \right] \frac{d\xi}{(2\pi)^3} - \int \mathcal{Q} G_\rho + \frac{1}{2} D_G(\rho, \rho), \]

where the meaning of \( \rho = \rho(x; x) \) is made precise in Proposition 3.2.

Of course, our argument will still apply mutatis mutandis (this is even simpler) to the smeared nuclei case (see (2.12), (2.19), (2.20)). We concentrate ourselves in the sequel on the point nuclei case.

We shall use in a crucial way the fact that the RHF functional \( E_{\text{per}}^{\text{RHF}}(K) \) is convex with respect to the density matrix \( K \), when \( K \) belongs to the convex set \( K_\Lambda \), for any \( \Lambda \subset \mathbb{Z}^3 \). Indeed, this convexity property will allow us to use the \( \sim \)-transform trick that we have previously applied to the TFW model in [11]. Let us emphasize the fact that, since we fail in obtaining local bounds on the electronic density in the RHF model (say, for example, \( L^\infty \) bounds on \( \rho_\Lambda \) independent of \( \Lambda \)), this is the only method among all the methods presented in [11] which seems to go through to the RHF model.

The sequel of this subsection is devoted to the proof of the following

**Proposition 4.1.** – Let \( \Lambda \) be a Van Hove sequence. Then,

\[ \liminf_{\Lambda \to \infty} \frac{I_{\text{per}}^{\text{RHF}}(\Lambda)}{|\Lambda|} \geq I_{\text{per}}^{\text{RHF}} + \frac{M}{2}, \]

where \( I_{\text{per}}^{\text{RHF}} \) is defined by (2.17)–(2.18).

**Proof.** – From now on, we shall denote by \( K_\Lambda \) a minimizer of \( I_{\text{per}}^{\text{RHF}}(\Lambda) \), by \( \rho_\Lambda(\cdot; \cdot) \) its Hilbert–Schmidt kernel and by \( \rho_\Lambda = \rho_\Lambda(x; x) \) the (unique) corresponding electronic density. In particular, using the fact that \( K_\Lambda \) admits a complete set of orthonormal eigenfunctions \( (\psi_n)_{n \geq 1} \) belonging to \( H^1(\mathbb{R}^3) \), associated to the eigenvalues \( 0 \leq \mu_n \leq 1 \) (counted with their multiplicity), we may write

\[ \rho_\Lambda(x; y) = \sum_{n \geq 1} \mu_n \psi_n(x) \psi_n^*(y) \quad \text{and} \quad \rho_\Lambda(x; x) = \sum_{n \geq 1} \mu_n |\psi_n(x)|^2, \]

where, here and in all that follows, we have on purpose omitted to mention the dependence of the \( \mu_n \)'s and of the \( \psi_n \)'s on \( \Lambda \), in order to simplify the notation. Let us recall that

\[ \text{Tr}_{L^2(\mathbb{R}^3)} K_\Lambda = \sum_{n \geq 1} \mu_n \int_{\mathbb{R}^3} |\psi_n(x)|^2 \, dx = |\Lambda|, \quad (4.1) \]

and that

\[ 0 \leq \text{Tr}_{L^2(\mathbb{R}^3)} [-\Delta K_\Lambda] = \sum_{n \geq 1} \mu_n \int_{\mathbb{R}^3} |\nabla \psi_n|^2 \, dx \leq C |\Lambda|, \quad (4.2) \]

thanks to (3.10a). Generally speaking, the idea of the strategy detailed below, and which draws its inspiration from [11], is the following. We shall build a particular convex combination from the operators \( K_\Lambda \), which is more or less a minimizing sequence of \( I_{\text{per}}^{\text{RHF}} \), but which converges to a periodic density matrix, as \( \Lambda \) goes to infinity. Moreover,
this periodic density matrix will turn to be a minimizer of $I_{RHF}^{\text{per}}$. By analogy with the definition of the $\sim$-transform for functions (see Definition 3 in Section 2), we set
\[ \tilde{K}_\Lambda = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} \tau_k K_\Lambda \tau_k. \] (4.3)

Then, it is easy to check that $\tilde{K}_\Lambda$ belongs to $\mathcal{K}_\Lambda$, that the Hilbert–Schmidt kernel of $\tilde{K}_\Lambda$ is
\[ \tilde{\rho}_\Lambda(x; y) = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} \rho(x + k; y + k), \]
while $\tilde{\rho}_\Lambda(x; x)$ coincides with the usual $\sim$-transform of $\rho_\Lambda$ as introduced in [11]. In particular, $\tilde{K}_\Lambda$ also admits a complete set of orthonormal eigenfunctions $(\phi_n)_{n \geq 1}$ belonging to $H^1(\mathbb{R}^3)$, associated to the eigenvalues $0 \leq \lambda_n \leq 1$ (counted with their multiplicity), and, therefore, we may write as for $K_\Lambda$
\[ \tilde{\rho}_\Lambda(x; y) = \sum_{n \geq 1} \lambda_n \phi_n(x) \phi_n^*(y) \quad \text{and} \quad \tilde{\rho}_\Lambda(x; x) = \sum_{n \geq 1} \lambda_n |\phi_n(x)|^2. \]

Of course, the analogues of (4.1) and (4.2) remain true for $\tilde{K}_\Lambda$.

The proof is organized as follows. We first check that the sequence $\tilde{K}_\Lambda$ defined by (4.3) converges in a sense to be made precise later to some operator $\tilde{K}$ belonging to $\mathcal{K}$; that is, to a periodic density matrix (Step 1). Moreover, using the two facts that $\sqrt{\tilde{\rho}_\Lambda}$ is bounded in $H^p_{\text{uni}}(\mathbb{R}^3)$ (Corollary 3.2) and that its limit is necessarily periodic (Lemma 3.2), we already infer that $\sqrt{\tilde{\rho}_\Lambda}$ converges weakly in $H^p_{\text{loc}}(\mathbb{R}^3)$, strongly in $L^p_{\text{loc}}(\mathbb{R}^3)$, for every $1 \leq p < 6$, and almost everywhere on $\mathbb{R}^3$ to $\sqrt{\tilde{\rho}}$, with $\tilde{\rho}$ being $Q$-periodic, non-negative, and such that $\sqrt{\tilde{\rho}} \in H^1_{\text{per}}(Q)$. The second step, which is much more involved, consists in verifying that the limit $\tilde{\rho}$ of the density $\tilde{\rho}_\Lambda$ associated to $\tilde{K}_\Lambda$ is also the $Q$-periodic density which is associated to the periodic density matrix $\tilde{K}$ according to (3.39) in Subsection 3.2, Proposition 3.2 – (iii) (Step 2). Finally, we bound from below the lower limit of the energy per unit volume by $E_{RHF}^{\text{per}}(K)$ (Step 3), thereby concluding the proof of Proposition 4.1. Let us already say, at this stage, that thanks to the proof of the upper limit (and thus of the limit), of the energy per unit volume we shall finally deduce that $K$ is a minimizer of $I_{RHF}^{\text{per}}$, and therefore $\tilde{\rho}$ is simply $\rho_{\text{per}}$, with $\rho_{\text{per}}$ denoting the unique periodic electronic density that corresponds to any minimizer of $I_{RHF}^{\text{per}}$. In particular, the whole sequence $\sqrt{\tilde{\rho}_\Lambda}$ converges (and not only a subsequence), and its limit is independent of the choice of the Van Hove sequence $\Lambda$.

Step 1. – We first check that the sequence $\tilde{K}_\Lambda$ converges to some operator $\tilde{K}$ belonging to the set of periodic density matrices $\mathcal{K}$, which is defined through properties (H1)–(H4) in Subsection 3.2 (equivalent to Definition 2 in Section 2).

Since the sequence of operators $\tilde{K}_\Lambda$ is bounded in operators norm, we may extract a subsequence if necessary in such way that $\tilde{K}_{\Lambda_n}$ converges to some bounded operator $\tilde{K}$ in $L^2(\mathbb{R}^3)$ for the weak convergence of operators; that is
\[ (\tilde{K}_{\Lambda_n} \varphi, \psi) \to (\tilde{K} \varphi, \psi) \quad \text{as} \ \Lambda_n \to \infty, \]
for all $\varphi$ and $\psi$ in $L^2(\mathbb{R}^3)$. In particular, $\tilde{K}$ is a self-adjoint operator in $L^2(\mathbb{R}^3)$ and $0 \leq \tilde{K} \leq 1$. Therefore, $\tilde{K}$ enjoys (H2).

Let us check now that it also satisfies (H1); that is, let us prove that

(a) $\tilde{K}$ commutes with the translations which leave $\mathbb{Z}^3$ invariant.

Let $\tau$ be such a translation. We fix $\varphi$ and $\psi$ in $L^2(\mathbb{R}^3)$, and we intend to prove that

$$\left( [\tilde{K}, \tau] \varphi; \psi \right)_{L^2(\mathbb{R}^3)} = 0.$$

For this purpose, we make use of a standard argument of [11] which is based upon the fact that the sequence $A$ is a Van Hove sequence. We just outline this argument here. We have

$$[\tilde{K}_{A, \tau}] = \frac{1}{|A|} \left( \sum_{k \in A} \tau_{-k} K_{A} \tau_k \tau - \sum_{k \in A} \tau_{-k} K_{A} \tau_k \right) = \frac{1}{|A|} \left( \sum_{k \in \tau \cap \Lambda} \tau_{-k} K_{A} \tau_k - \sum_{k \in \Lambda \cap \tau \Lambda} \tau_{-k} K_{A} \tau_k \right).$$

Hence

$$\left| \left( [\tilde{K}_{A, \tau}] \varphi; \psi \right)_{L^2(\mathbb{R}^3)} \right| \leq \frac{|A \setminus \tau A|}{|A|} \| K_A \| \| \varphi \|_{L^2(\mathbb{R}^3)} \| \psi \|_{L^2(\mathbb{R}^3)} = o(1)$$

as $A$ goes to infinity. As the left-hand side converges to $\left( [\tilde{K}, \tau] \varphi; \psi \right)_{L^2(\mathbb{R}^3)}$, this shows the expected invariance.

According to the results and the notation of Section 3.2, we may write $\tilde{K} = \int_{Q} \tilde{K}_\xi \frac{d\xi}{(2\pi)^3}$, with $\tilde{K}_\xi$ being a self-adjoint operator in $L^2(\mathbb{R}^3)$ such that $0 \leq \tilde{K}_\xi \leq 1$, for almost every $\xi$ in $Q^*$. Having checked that (H1) and (H2) are satisfied by $\tilde{K}$, we next want to verify that $\tilde{K}$ satisfies (H3). Namely, we now want to check that,

(b) for almost every $\xi$ in $Q^*$, the operator $\tilde{K}_\xi$ has a finite trace on $L^2(\mathbb{R}^3)$, and

$$\int_{Q^*} \text{Tr}_{L^2(\mathbb{R}^3)} \tilde{K}_\xi \frac{d\xi}{(2\pi)^3} = 1.$$

According to Lemma 3.5 in Subsection 3.2, we denote by $(u_n(\xi; \cdot))_{n \geq 1}$ an arbitrary Hilbert basis of $L^2_\xi(\mathbb{R}^3)$ for almost every $\xi$ in $Q^*$, and by $\psi_{n, \cdot} = \tau_p \varphi_n$ the corresponding Hilbert basis of $L^2(\mathbb{R}^3)$. (Note that in fact, since $K$ and the $\tilde{K}_\xi$’s are non-negative, it would be sufficient to make the following argument for one given basis – see [44].) Then, we check successively that:

$$1 = \frac{1}{|A|} \text{Tr}_{L^2(\mathbb{R}^3)} K_A = \frac{1}{|A|} \sum_{n \geq 1} \sum_{p \in \mathbb{Z}^3} (K_A \varphi_{n, p}; \varphi_{n, p})$$

$$\geq \frac{1}{|A|} \sum_{n \geq 1} \sum_{p \in A} (K_A \varphi_{n, p}; \varphi_{n, p}) = \sum_{n \geq 1} \frac{1}{|A|} \sum_{p \in A} (\tau_p K_A \tau_{-p} \varphi_n; \varphi_n)$$

$$= \sum_{n \geq 1} (\tilde{K}_A \varphi_n; \varphi_n).$$
the inequality in the above string of equalities coming from the positiveness of $K$. Then, because of the weak convergence of $\tilde{K}_\Lambda$ to $\tilde{K}$, $(\tilde{K}_\Lambda \varphi_n; \varphi_n)$ converges to $(\tilde{K} \varphi_n; \varphi_n)$, for every $n \geq 1$, as $\Lambda$ goes to infinity. Now, since $\tilde{K}_\Lambda \geq 0$, we know that the terms of the series appearing in the right-hand side of (4.4) are all non-negative. We may then appeal to the discrete version of the Fatou lemma to infer that

$$\liminf_{\Lambda \to \infty} \sum_{n \geq 1} (\tilde{K}_\Lambda \varphi_n; \varphi_n) \geq \sum_{n \geq 1} (\tilde{K} \varphi_n; \varphi_n).$$

Owing to the definitions (3.21) of the notation $\tilde{K} = \int_Q \tilde{K}_\xi \frac{d\xi}{(2\pi)^3}$ and (3.19) of the scalar product on $\mathcal{H}$, we have

$$\sum_{n \geq 1} (\tilde{K} \varphi_n; \varphi_n) = \sum_{n \geq 1} \int_{Q^*} ((U \tilde{K} \varphi_n)_\xi; (U \varphi_n)_\xi)_{L^2(\mathcal{Q})} \frac{d\xi}{(2\pi)^3}$$

$$= \sum_{n \geq 1} \int_{Q^*} (\tilde{K}_\xi u_n(\xi; \cdot); u_n(\xi; \cdot))_{L^2(\mathcal{Q})} \frac{d\xi}{(2\pi)^3}$$

$$= \int_{Q^*} \sum_{n \geq 1} (\tilde{K}_\xi u_n(\xi; \cdot); u_n(\xi; \cdot))_{L^2(\mathcal{Q})} \frac{d\xi}{(2\pi)^3}$$

$$= \int_{Q^*} \text{Tr}_{L^2_\xi(\mathcal{Q})} \tilde{K}_\xi \frac{d\xi}{(2\pi)^3}.$$ 

In particular, collecting with the above string of inequalities, we already know that, for almost every $\xi$ in $Q^*$, $\tilde{K}_\xi$ is a trace-class operator on $L^2_\xi(\mathcal{Q})$ and that

$$\int_{Q^*} \text{Tr}_{L^2_\xi(\mathcal{Q})} \tilde{K}_\xi \frac{d\xi}{(2\pi)^3} \leq 1.$$ 

Moreover, denoting by $\tilde{\rho}(\xi; x; y)$, the Hilbert–Schmidt kernel of $\tilde{K}_\xi$, we may give a sense to $\tilde{\rho}(\xi; x; x)$ as a non-negative periodic function in $L^1(\mathcal{Q})$, such that $\text{Tr}_{L^2_\xi(\mathcal{Q})} \tilde{K}_\xi = \int_{Q} \tilde{\rho}(\xi; x; x) \, dx$. In addition, thanks to (4.5), we may associate to $\tilde{K}$, the non-negative $\mathcal{Q}$-periodic density $\rho_{\tilde{K}}$, which is defined by $\rho_{\tilde{K}}(x; x) = \int_{Q} \tilde{\rho}(\xi; x; x) \frac{d\xi}{(2\pi)^3}$, and which belongs to $L^1(\mathcal{Q})$. In order to conclude the proof of (H3), it remains to show that

$$\int_{Q^*} \text{Tr}_{L^2_\xi(\mathcal{Q})} \tilde{K}_\xi \frac{d\xi}{(2\pi)^3} = 1.$$ 

To prove this claim we shall actually prove in Step 2 below that

$$\tilde{\rho}(x) = \rho_{\tilde{K}}(x; x) = \int_{Q} \tilde{\rho}(\xi; x; x) \frac{d\xi}{(2\pi)^3}.$$
for almost every \( x \) in \( Q \), where \( \tilde{\rho} \) is the limit of \( \tilde{\rho}_A \). Whence (4.6), thanks to (3.16) in Corollary 3.2.

Admitting (4.7), for a while, we now claim that \( \tilde{K} \) satisfies (H4) i.e. that (c) for almost every \( \xi \) in \( Q^* \), \( -\Delta_\xi \tilde{K}_\xi \) is a trace-class operator on \( L^2_\xi(Q) \), such that

\[
\int_{Q^*} \text{Tr}_{L^2_\xi(Q)}[-\Delta_\xi \tilde{K}_\xi] \frac{d\xi}{(2\pi)^{3/2}} < +\infty,
\]  

(4.8)

by proving that

\[
\liminf_{A \to \infty} \frac{1}{|A|} \text{Tr}_{L^2(R^3)}[-\Delta K_A] \geq \int_{Q^*} \text{Tr}_{L^2_\xi(Q)}[-\Delta_\xi \tilde{K}_\xi] \frac{d\xi}{(2\pi)^{3/2}}.
\]  

(4.9)

The proof of (4.9) follows the same lines as the proof of (4.5). Indeed, let \( (u_n(\xi; \cdot))_{n \geq 1} \) and \( \varphi_{n,p} = \tau_{-p} \varphi_n \) be defined as before, with the additional assumptions that \( (u_n(\xi; \cdot))_{n \geq 1} \in H^1(Q) \) for almost every \( \xi \) in \( Q^* \), and that the \( \varphi_{n,p} \)'s belong to \( H^1(R^3) \). Then, for the same reasons as before, we find

\[
\frac{1}{|A|} \text{Tr}_{L^2(R^3)}[-\Delta K_A] = \frac{1}{|A|} \sum_{n \geq 1} \sum_{p \in Z^3} (K_A (-\Delta)^{1/2} \varphi_{n,p}; (-\Delta)^{1/2} \varphi_{n,p})
\]

\[
\geq \sum_{n \geq 1} (K_A (-\Delta)^{1/2} \varphi_n; (-\Delta)^{1/2} \varphi_n).
\]

Then, thanks to the weak convergence of \( \tilde{K}_A \) to \( \tilde{K} \), we have, for every \( n \geq 1 \),

\[
\lim_{A \to \infty} (\tilde{K}_A (-\Delta)^{1/2} \varphi_n; (-\Delta)^{1/2} \varphi_n) = (\tilde{K} (-\Delta)^{1/2} \varphi_n; (-\Delta)^{1/2} \varphi_n) = (\tilde{K} (-\Delta)^{1/2} \varphi_n; \varphi_n).
\]

Moreover, Fatou’s lemma still applies since, on the one hand, for every \( A \) and \( n \), we get \( (-\Delta)^{1/2} \tilde{K}_A (-\Delta)^{1/2} \varphi_n; \varphi_n) \geq 0 \); while, on the other hand, we know from (3.10a) in Proposition 3.1, that \( \frac{1}{|A|} \text{Tr}_{L^2(R^3)}[-\Delta K_A] \) is bounded independently of \( A \). Therefore, passing to the lower limit as \( A \) goes to infinity in the above inequalities, we get first that

\[
\sum_{n \geq 1} (-\Delta \tilde{K} \varphi_n; \varphi_n) < +\infty,
\]

and next, that

\[
\liminf_{A \to \infty} \frac{1}{|A|} \text{Tr}_{L^2(R^3)}[-\Delta K_A]
\]

\[
\geq \liminf_{A \to \infty} \sum_{n \geq 1} ((-\Delta)^{1/2} \tilde{K}_A (-\Delta)^{1/2} \varphi_n; \varphi_n)
\]

\[
\geq \sum_{n \geq 1} (\tilde{K} (-\Delta)^{1/2} \varphi_n; (-\Delta)^{1/2} \varphi_n)
\]

\[
= \int_{Q^*} \left\{ \sum_{n \geq 1} (\tilde{K}_\xi (-\Delta_\xi)^{1/2} u_n(\xi; \cdot); (-\Delta_\xi)^{1/2} u_n(\xi; \cdot)) \right\} \frac{d\xi}{(2\pi)^{3/2}}.
\]
\[ \int_{Q^*} \text{Tr}_{\xi} \left[ -\Delta_\xi \tilde{K}_\xi \right] \frac{d\xi}{(2\pi)^3}, \]
since
\[ (-\Delta)^{1/2} = \int_{Q^*} \left[ -\Delta_\xi \right]^{1/2} \frac{d\xi}{(2\pi)^3}. \]
Hence (4.8) and (4.9).

We turn now to the proof of (4.7) (thereby proving (4.6)); that is, the fact that

**Step 2.** The limit of \( \tilde{\rho}_\Lambda \), \( \tilde{\rho} \), and the periodic density associated to \( \tilde{K} \), which is defined by \( \rho_{\tilde{K}} = \int_{Q^*} \tilde{\rho}(\xi; x; x) \frac{d\xi}{(2\pi)^3} \), coincide.

We are first looking for
(a) A priori estimates on \( \tilde{\rho}_\Lambda(x; y) \).

Since \( K^2_\Lambda \leq K_\Lambda \), we have
\[ \rho_\Lambda(x) \geq \int_{\mathbb{R}^3} \rho_\Lambda(x; y) \rho_\Lambda(y; x) dy = \int_{\mathbb{R}^3} |\rho_\Lambda(x; y)|^2 dy \tag{4.10} \]
almost everywhere on \( \mathbb{R}^3 \). Thanks to (4.10), we first check that
\[ \tilde{\rho}_\Lambda(x) \geq \int_{\mathbb{R}^3} |\tilde{\rho}_\Lambda(x; y)|^2 dy, \tag{4.11} \]
which in particular implies that
\[ \tilde{\rho}_\Lambda(x; y) \text{ is bounded in } L^2(Q \times \mathbb{R}^3) \cap L^2(\mathbb{R}^3 \times Q) \tag{4.12} \]
indeed of \( \Lambda \), for \( \tilde{\rho}_\Lambda(x) \) is bounded in \( L^1(Q) \). Indeed, because of (4.10), we check successively that
\[ \tilde{\rho}_\Lambda(x) = \frac{1}{|A|} \sum_{k \in \Lambda} \rho_\Lambda(x+k; x+k) \]
\[ \geq \frac{1}{|A|} \sum_{k \in \Lambda} \int_{\mathbb{R}^3} |\rho_\Lambda(x+k; y)|^2 dy \]
\[ = \frac{1}{|A|} \sum_{k \in \Lambda} \int_{\mathbb{R}^3} |\rho_\Lambda(x+k; y+k)|^2 dy \]
\[ \geq \int_{\mathbb{R}^3} |\tilde{\rho}_\Lambda(x; y)|^2 dy, \]
by convexity. We prove now that
\[ \tilde{\rho}_\Lambda(x; y) \text{ is bounded in } L^2(Q; H^1_y(\mathbb{R}^3)) \cap L^2_y(Q; H^1_x(\mathbb{R}^3)) \tag{4.13} \]
independently of \( \Lambda \), or, more precisely, that

\[
\int_Q dy \int_{\mathbb{R}^3} |(1 - \Delta)_x^{1/2} \tilde{\rho}_\Lambda(x; y)|^2 \, dx \leq C,
\]

(4.14)

where \( C \) denotes here and below a positive constant that is independent of \( \Lambda \). We emphasize the fact that, in the following, we shall use the notation \((1 - \Delta)_x^{1/2} \tilde{\rho}_\Lambda(\cdot, \cdot)\) for the Schwartz kernel of the operator \((1 - \Delta)_x^{1/2} \tilde{K}_\Lambda\), which is also \(\sum_{n \geq 1} \lambda_n [(1 - \Delta)^{1/2} \varphi_n](\cdot) \varphi^*_n(\cdot)\). Indeed, we have

\[
\int_Q dy \int_{\mathbb{R}^3} |(1 - \Delta)_x^{1/2} \tilde{\rho}_\Lambda(x; y)|^2 \, dx
\]

\[
= \int_Q dy \int_{|A|} \left| \sum_{k \in \Lambda} (1 - \Delta)_x^{1/2} \rho_\Lambda(x + k; y + k) \right|^2 \, dx
\]

\[
\leq \frac{1}{|A|} \sum_{k \in \Lambda} \int_Q dy \int_{\mathbb{R}^3} |(1 - \Delta)_x^{1/2} \rho_\Lambda(x + k; y + k)|^2 \, dx
\]

\[
= \frac{1}{|A|} \int_{\Gamma(\Lambda)} dy \int_{\mathbb{R}^3} |(1 - \Delta)_x^{1/2} \rho_\Lambda(x; y)|^2 \, dx
\]

\[
\leq \frac{1}{|A|} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}^3} |(1 - \Delta)_x^{1/2} \rho_\Lambda(x; y)|^2 \, dx
\]

\[
= \frac{1}{|A|} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \sum_{n \geq 1} \mu_n [(1 - \Delta)^{1/2} \psi_n](x) \psi^*_n(y) \, dy
\]

\[
= \frac{1}{|A|} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \mu_n^2 [(1 - \Delta)^{1/2} \psi_n](x) \, dx
\]

\[
\leq \frac{1}{|A|} \text{Tr}_{L^2(\mathbb{R}^3)}[K_A].
\]

The first inequality is deduced by a convexity argument, and the last one comes from (4.1), (4.2) and the fact that \( 0 \leq \mu_n \leq 1 \). Finally, we conclude with the help of (3.10a) in Proposition 3.1. An easy consequence of (4.13) is that \( \tilde{\rho}_\Lambda(x; y) \) is bounded in \( H^1_{\text{unif}}(\mathbb{R}^3 \times \mathbb{R}^3) \). Thus, up to a subsequence, it converges to some function \( \hat{\rho}(x; y) \) weakly in \( H^1_{\text{loc}}(\mathbb{R}^3 \times \mathbb{R}^3) \), strongly in \( L^p_{\text{loc}}(\mathbb{R}^3 \times \mathbb{R}^3) \), for every \( 1 \leq p < 3 \) (by the Rellich theorem for bounded domains of \( \mathbb{R}^6 \)), and almost everywhere on \( \mathbb{R}^6 \). Actually, because of the weak convergence of \( \tilde{K}_\Lambda \) to \( \tilde{K} \), \( \hat{\rho}(x; y) \) is nothing but \( \hat{\rho}(x; y) \), the Schwartz kernel of \( \hat{K} \). Note that, in particular, we obtain from (4.12) (respectively (4.14)) that, up to a further subsequence, \( \tilde{\rho}_\Lambda(x; y) \) (respectively \( (1 - \Delta)_x^{1/2} \tilde{\rho}_\Lambda(x; y) \)) converges to \( \hat{\rho}(x; y) \).
(respectively \((1 - \Delta)^{1/2} \tilde{\rho}(x; y)\)) weakly in \(L^2(Q_x \times \mathbb{R}^3)\). Therefore, we have

\[
\int_Q \int_{\mathbb{R}^3} |\tilde{\rho}(x; y)|^2 \, dy < +\infty,
\]
and

\[
\int_Q \int_{\mathbb{R}^3} \left| (1 - \Delta)^{1/2} \tilde{\rho}(x; y) \right|^2 \, dx < +\infty.
\]

The first bound provides another proof of the fact that \(\tilde{K}_\xi\) is Hilbert–Schmidt on \(L^2(Q_x)\) for almost every \(\xi \in Q^*\), with kernel \(\tilde{\rho}(\xi; x; y)\), and that \(\tilde{\rho}(x; y) = \int_{Q_x} \tilde{\rho}(\xi; x; y) \frac{d\xi}{(2\pi)^3}\), by using Lemma 3.4.

Our next step now consists in showing that \((1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y)\) is bounded in \(L^\infty(R^3; L^1_y(Q))\).

This claim will be a consequence of the following two bounds. First, since \(\tilde{\rho}_A\) is bounded in \(L^1_{\text{unif}}(R^3)\), we clearly have

\[
\sup_{t \in R^3} \sum_{n \geq 1} \lambda_n \int_{t + Q} |\varphi_n(x)|^2 \, dx \leq C. \tag{4.16}
\]

Next, we now prove that

\[
\sup_{t \in R^3} \sum_{n \geq 1} \lambda_n \int_{t + Q} \left| (1 - \Delta)^{1/2} \varphi_n(x) \right|^2 \, dx \leq C. \tag{4.17}
\]

Indeed, using the fact that the self-adjoint operators \((1 - \Delta)^{1/2} K_A(1 - \Delta)^{1/2}\) and \((1 - \Delta)^{1/2} \tilde{K}_A(1 - \Delta)^{1/2}\) are positive and trace-class with Hilbert–Schmidt kernels being respectively defined by \(\sum_{n \geq 1} \mu_n [(1 - \Delta)^{1/2} \psi_n](x) [(1 - \Delta)^{1/2} \psi_n]^*(y)\) and \(\sum_{n \geq 1} \lambda_n [(1 - \Delta)^{1/2} \varphi_n](x) [(1 - \Delta)^{1/2} \varphi_n]^*(y)\), we may observe that

\[
\sum_{n \geq 1} \lambda_n \left| (1 - \Delta)^{1/2} \varphi_n(x) \right|^2 = \frac{1}{|A|} \sum_{n \geq 1} \mu_n \left| (1 - \Delta)^{1/2} \psi_n(x + k) \right|^2,
\]
after almost everywhere on \(R^3\), thanks to the definition of \(\tilde{K}_A\). Therefore, for every \(t\) in \(R^3\),

\[
\sum_{n \geq 1} \lambda_n \int_{t + Q} \left| (1 - \Delta)^{1/2} \varphi_n(x) \right|^2 \, dx
\]

\[
= \frac{1}{|A|} \sum_{n \geq 1} \mu_n \int_{t + Q(A)} \left| (1 - \Delta)^{1/2} \psi_n(x) \right|^2 \, dx
\]

\[
\leq \frac{1}{|A|} \sum_{n \geq 1} \mu_n \int_{R^3} \left| (1 - \Delta)^{1/2} \psi_n(x) \right|^2 \, dx
\]
\[ \leq C \frac{1}{|A|} \text{Tr}[(1 - \Delta)K_A] \leq C, \]
because of (3.10a). Let us now prove (4.15). For almost every \( x \) in \( \mathbb{R}^3 \), and by a repeated use of the Cauchy–Schwarz inequality, we obtain
\[
\int_{Q} |(1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y)| \, dy
\]
\[= \int \left| \sum_{n \geq 1} \lambda_n \left[(1 - \Delta)^{1/2} \varphi_n \right](x + y) \varphi_n^*(y) \right| \, dy \]
\[\leq \int \left( \sum_{n \geq 1} \lambda_n |(1 - \Delta)^{1/2} \varphi_n(x + y)|^2 \right)^{1/2} \left( \sum_{n \geq 1} \lambda_n |\varphi_n(y)|^2 \right)^{1/2} \, dy \]
\[\leq \left( \int \sum_{n \geq 1} \lambda_n |(1 - \Delta)^{1/2} \varphi_n(x + y)|^2 \, dy \right)^{1/2} \left( \int \sum_{n \geq 1} \lambda_n |\varphi_n(y)|^2 \, dy \right)^{1/2}, \]
and (4.15) follows, thanks to (4.16) and (4.17).

At this stage, we observe that in particular (4.14) yields
\[(1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y) \text{ is bounded in } L^2_x(\mathbb{R}^3; L^2_y(Q)). \tag{4.18}\]
Therefore, by a standard interpolation argument,
\[(1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y) \text{ is bounded in } L^p_x(\mathbb{R}^3; L^{p'}_y(Q)), \tag{4.19}\]
with \( \frac{1}{p} + \frac{1}{p'} = 1 \), and for every \( 2 \leq p < +\infty \). In particular, extracting a further subsequence if necessary, we may assume that \((1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y)\) converges weakly to \((1 - \Delta)^{1/2} \tilde{\rho}(x + y, y)\) in \(L^p_x(\mathbb{R}^3; L^{p'}_y(Q))\), for every \(2 \leq p < +\infty\).

(b) **Proof of (4.7).**
Let \( \theta \) be a continuous real-valued function, which is compactly supported in the unit cube \(Q\), and let us denote \( \theta_A = \sum_{k \in A} \theta(\cdot - k) \). (Note that \( \theta_A \) has compact support in \( \Gamma(A) \).) Then, on the one hand, we have
\[
\frac{1}{|A|} \text{Tr}_{L^2_x(\mathbb{R}^3)}[K_A \theta_A] = \frac{1}{|A|} \int_{\mathbb{R}^3} \rho_A \theta_A = \int_{Q} \tilde{\rho}_A \theta, \]
and, thus,
\[
\lim_{A \to \infty} \frac{1}{|A|} \text{Tr}_{L^2_x(\mathbb{R}^3)}[K_A \theta_A] = \int_{Q} \tilde{\rho}(x) \theta(x) \, dx. \tag{4.20}\]
On the other hand, we now prove that
\[
\lim_{A \to \infty} \frac{1}{|A|} \text{Tr}_{L^2_x(\mathbb{R}^3)}[K_A \theta_A] = \int_{Q} \int_{Q^*} \tilde{\rho}(\xi; x) \theta(x) \frac{d\xi}{(2\pi)^3}. \tag{4.21}\]
Since \( \theta \) is arbitrary, comparing (4.20) and (4.21) completes the proof of (4.7). We now prove (4.21), and we begin with recalling that the self-adjoint operator \((1 - \Delta)^{1/2}K_A(1 - \Delta)^{1/2}\) is Hilbert–Schmidt (and even trace-class) on \(L^2(\mathbb{R}^3)\), with kernel \((1 - \Delta)_{x}^{1/2}(1 - \Delta)_{y}^{1/2} \rho_A(x, y) = \sum_{n \geq 1} \mu_n [(1 - \Delta)^{1/2} \psi_n](x) [(1 - \Delta)^{1/2} \psi_n]^*(y)\), for \(\text{Tr}_{L^2(\mathbb{R}^3)}[(1 - \Delta)^{1/2}K_A] < +\infty\). Besides, due to the fact that \(\Theta_A\) is a continuous function with compact support, it is a known fact that the self-adjoint operator \((1 - \Delta)^{-1/2} \Theta_A(1 - \Delta)^{-1/2}\) is Hilbert–Schmidt on \(L^2(\mathbb{R}^3)\), whose kernel is denoted by \(\Theta_A(x, y)\). With these observations, we write

\[
\text{Tr}_{L^2(\mathbb{R}^3)}[K_A \Theta_A]
= \text{Tr}_{L^2(\mathbb{R}^3)}[(1 - \Delta)^{1/2}K_A(1 - \Delta)^{1/2}(1 - \Delta)^{-1/2} \Theta_A(1 - \Delta)^{-1/2}]
= \iint_{\mathbb{R}^3 \times \mathbb{R}^3} [(1 - \Delta)_{x}^{1/2}(1 - \Delta)_{y}^{1/2} \rho_A(x, y)] \Theta_A(x, y) \, dx \, dy
= \sum_{n \geq 1} \mu_n \int_{\mathbb{R}^3} (1 - \Delta)^{1/2} \psi_n(x) \left( \int_{\mathbb{R}^3} \Theta_A(x, y) [(1 - \Delta)^{1/2} \psi_n]^*(y) \, dy \right)
\quad \text{(4.22)}
\]

thanks to Fubini’s theorem. We shall now use the explicit form of the Hilbert–Schmidt kernel of \((1 - \Delta)^{-1/2} \Theta_A(1 - \Delta)^{-1/2}\). Indeed, recalling that, by definition of \((1 - \Delta)^{-1/2}\), \(\mathcal{F}((1 - \Delta)^{-1/2} \varphi)(x) = (1 + |x|^2)^{-1/2} \mathcal{F} \varphi(x)\) (where \(\mathcal{F}\) denotes the Fourier transform), it is not difficult to verify that, if \(\varphi\) is, say, in the Schwartz class, we have

\[
(1 - \Delta)^{-1/2} \varphi = G_1 \ast \varphi,
\quad \text{(4.23)}
\]

where \(G_1\) is a function in \(L^1(\mathbb{R}^3)\) whose Fourier transform is simply the function \((1 + |x|^2)^{-1/2} \in L^p(\mathbb{R}^3)\), for every \(3 < p \leq +\infty\). The function \(G_1\) is a special kind of Bessel functions, and, from [53], for example, we know that \(G_1\) is a non-negative radially symmetric function, such that

\[
G_1(x) \leq C_1 \exp \left( -\frac{1}{2} |x| \right), \quad \text{for } |x| \text{ large enough,}
\]

and

\[
G_1(x) = C_2 \frac{1}{|x|^2} + o \left( \frac{1}{|x|^2} \right), \quad \text{as } |x| \to 0,
\]

for some positive constants \(C_1\) and \(C_2\). In particular, \(G_1\) actually belongs to \(L^{3/2, \infty}(\mathbb{R}^3) \cap L^p(\mathbb{R}^3)\), for every \(1 \leq p < \frac{3}{2}\).

Therefore, for any continuous function \(\vartheta\) with, say, a compact support, the Schwartz kernel of \((1 - \Delta)^{-1/2} \vartheta(1 - \Delta)^{-1/2}\) may be written as

\[
\int_{\mathbb{R}^3} G_1(x - z) \vartheta(z) G_1(z - y) \, dz.
\]

Then, by definition of \(\Theta_A\),

\[
\int_{\mathbb{R}^3} \Theta_A(x, y) [(1 - \Delta)^{1/2} \psi_n]^*(y) \, dy
\quad = (1 - \Delta)^{-1/2} \Theta_A(1 - \Delta)^{-1/2} \left( [(1 - \Delta)^{1/2} \psi_n]^*(x) \right)
\]
\[ (1 - \Delta)^{-1/2}(\theta_A \psi_n^*) = G_1 \ast (\theta_A \psi_n^*). \]

Thus, using Fubini’s theorem again,
\[
\sum_{n \geq 1} \mu_n \int_{\mathbb{R}^3} dx \left[ (1 - \Delta)^{1/2} \psi_n \right](x) \left( \int_{\mathbb{R}^3} \Theta_A(x, y) \left[ (1 - \Delta)^{1/2} \psi_n \right]^*(y) dy \right)
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(x - y) \theta_A(y) \left( \sum_{n \geq 1} \mu_n \left[ (1 - \Delta)^{1/2} \psi_n \right](x) \psi_n^*(y) \right) dx dy
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(x - y) \theta_A(y) \left( 1 - \Delta \right)^{1/2} \rho_A(x, y) dx dy.
\]

Therefore, we deduce, comparing with (4.22),
\[
\frac{1}{|A|} \text{Tr}_{L^2(\mathbb{R}^3)}[K_A \theta_A]
= \frac{1}{|A|} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(x - y) \theta_A(y) \left( 1 - \Delta \right)^{1/2} \rho_A(x, y) dx dy
= \frac{1}{|A|} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}^3} G_1(x - y) \theta_A(y) \left( 1 - \Delta \right)^{1/2} \rho_A(x, y) dx
= \frac{1}{|A|} \sum_{k \in A} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}^3} G_1(x - k - y) \theta(y) \left( 1 - \Delta \right)^{1/2} \rho_A(x, y + k) dx
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(x - y) \theta(y) \left( 1 - \Delta \right)^{1/2} \tilde{\rho}_A(x, y) dx
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G_1(x) \theta(y) \left( 1 - \Delta \right)^{1/2} \tilde{\rho}_A(x + y, y) dx.
\]

We now make use of the two facts that \((1 - \Delta)^{1/2} \tilde{\rho}_A(x + y, y)\) converges to \((1 - \Delta)^{1/2} \tilde{\rho}(x + y, y)\), weakly in, say \(L^4(\mathbb{R}^3; L^{4/3}(\mathcal{Q}))\), and that \(G(x) \theta(y)\) belongs to \(L^{4/3}(\mathbb{R}^3) \times L^{4/3}(\mathcal{Q})\). Therefore,
\[
\lim_{\Lambda \to \infty} \frac{1}{|A|} \text{Tr}_{L^2(\mathbb{R}^3)}[K_A \theta_A] = \int_{\mathcal{Q}} \int_{\mathbb{R}^3} G_1(x) \theta(y) \left( 1 - \Delta \right)^{1/2} \tilde{\rho}(x + y, y) dx
= \int_{\mathcal{Q}} \int_{\mathbb{R}^3} G_1(x - y) \theta(y) \left( 1 - \Delta \right)^{1/2} \tilde{\rho}(x, y) dx
= \int_{\mathcal{Q}} \int_{\mathcal{Q}^*} \theta(x) \tilde{\rho}(\xi; x; x) \frac{d\xi}{(2\pi)^3}. \]
Indeed, we first observe that the self-adjoint operator \((1 - \Delta)^{-1/2}\) is bounded on \(L^2(\mathbb{R}^3)\) and commutes with the group of the translations of \(\mathbb{Z}^3\). Therefore, we may apply the abstract Bloch wave decomposition (that is explained in Section 3.2) to \((1 - \Delta)^{-1/2}\), and we have \((1 - \Delta)^{-1/2} = \int_{\mathbb{Q}^*} (1 - \Delta)_{\xi}^{-1/2} \frac{d\xi}{(2\pi)^3}\), with the operator \((1 - \Delta)_{\xi}^{-1/2}\) being defined by

\[
(U(1 - \Delta)^{-1/2}\varphi)_{\xi}(x) = (1 - \Delta)_{\xi}^{-1/2}(U\varphi)_{\xi} = \int_{\mathbb{Q}} G_{\xi}(x - y)(U\varphi)_{\xi}(y) \, dy
\]

thanks to (4.23), for every \(\varphi\) in \(L^2(\mathbb{R}^3)\), and for almost every \(x\) in \(\mathbb{Q}\) and \(\xi\) in \(\mathbb{Q}^*\), and where, according to (4.23),

\[
G_{\xi}(t) = \sum_{k\in\mathbb{Z}^3} e^{-i k \cdot \xi} G_{1}(t + k).
\]

(Note that, from the definition of \((\Delta)_{\xi}\), \((1 - \Delta)_{\xi}^{-1/2} = (1 - \Delta)_{\xi}^{-1/2}\).) Finally, we conclude as follows

\[
\int_{\mathbb{Q}} dy \int_{\mathbb{R}^3} G_{1}(x - y)\theta(y)(1 - \Delta)_{\xi}^{1/2} \tilde{\rho}(x, y) \, dx
\]

\[
= \int_{\mathbb{Q}} \theta(y) dy \int_{\mathbb{Q}^*} \frac{d\xi}{(2\pi)^3}
\]

\[
= \int_{\mathbb{Q}} \theta(y) dy \sum_{n \geq 1} \int_{\mathbb{Q}^*} \frac{d\xi}{(2\pi)^3}
\]

\[
= \sum_{n \geq 1} \int_{\mathbb{Q}^*} \frac{d\xi}{(2\pi)^3}
\]

This completes the proof of (4.21).

The kinetic energy term being settled with (4.9), we now turn to

Step 3. – Lower limit of the sum of the electrostatic terms. Conclusion.

We shall first rewrite the sum of electrostatic terms in a more convenient (and equivalent) manner which has been introduced in [11, Section 3.4]. We shall only sketch the argument and refer the reader to [11] for more details. The electrostatic terms in the energy are the following

\[
-\text{Tr}_{L^2(\mathbb{R}^3)}[V_A K_A] + \frac{1}{2} D(\rho_A, \rho_A) + \frac{1}{2} U_A
\]

\[
= -\int_{\mathbb{R}^3} V_A \rho_A + \frac{1}{2} D(\rho_A, \rho_A) + \frac{1}{2} U_A. \quad (4.24)
\]
Denoting by \( f_{\Lambda}(x) = \sum_{k \in \Lambda} \left( \frac{1}{|x-k|} - \int_{Q} \frac{dy}{|x-k-y|} \right) = V_{\Lambda} - \chi_{\Gamma(\Lambda)} \ast \frac{1}{|x|} \), we rewrite the sum of the electrostatic terms as follows

\[
\frac{1}{2} \sum_{z \in \Lambda} \lim_{x \to z} \left[ f_{\Lambda}(x) - \frac{1}{|x-z|} \right] + \frac{1}{2} \int_{\Gamma(\Lambda)} f_{\Lambda} \left( x \right) \rho_{\Lambda} + \frac{1}{2} D(\chi_{\Gamma(\Lambda)} - \rho_{\Lambda}, \chi_{\Gamma(\Lambda)} - \rho_{\Lambda}). \tag{4.25}
\]

We next remark (see [11, Chapter 2]) that we have

\[
\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \sum_{z \in \Lambda} \lim_{x \to z} \left[ f_{\Lambda}(x) - \frac{1}{|x-z|} \right] = \lim_{\Lambda \to \infty} \frac{1}{x \neq 0} \left[ \bar{f}_{\Lambda}(x) - \frac{1}{|x|} \right] = M + d, \tag{4.26}
\]

where \( d \) is some constant which is related to our choice of normalization for the potential \( G \) and which is defined in [11]. In addition, we have

\[
\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \int_{\Gamma(\Lambda)} f_{\Lambda} = \lim_{\Lambda \to \infty} \int_{Q} \bar{f}_{\Lambda} = \int_{Q} (G + d) = d, \tag{4.27}
\]

and

\[
\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \int_{\mathbb{R}^3} f_{\Lambda} \rho_{\Lambda} = d + \int_{Q} G(y) \tilde{\rho}(y) dy. \tag{4.28}
\]

Therefore, if we prove that

\[
\liminf_{\Lambda \to \infty} \frac{1}{|\Lambda|} D(\chi_{\Gamma(\Lambda)} - \rho_{\Lambda}, \chi_{\Gamma(\Lambda)} - \rho_{\Lambda}) \geq D_G(\tilde{\rho}, \tilde{\rho}), \tag{4.29}
\]

we shall easily deduce from (4.26), (4.27), (4.28), and the formulation (4.25) of the sum of the electrostatic terms (4.24) that

\[
\liminf_{\Lambda \to \infty} \frac{1}{|\Lambda|} \left( -\text{Tr} [V_{\Lambda} K_{\Lambda}] + \frac{1}{2} D(\rho_{\Lambda}, \rho_{\Lambda}) + \frac{1}{2} U_{\Lambda} \right) \geq - \int_{Q} G(y) \tilde{\rho}(y) dy + \frac{1}{2} D_G(\tilde{\rho}, \tilde{\rho}) + \frac{M}{2}. \tag{4.30}
\]

We now prove (4.29). Let us define \( g_{\Lambda} = (\chi_{\Gamma(\Lambda)} - \rho_{\Lambda}) \ast \frac{1}{|x|} \). It is a standard fact that

\[
\frac{1}{|\Lambda|} D(\chi_{\Gamma(\Lambda)} - \rho_{\Lambda}, \chi_{\Gamma(\Lambda)} - \rho_{\Lambda}) = \frac{1}{|\Lambda|} \int_{\mathbb{R}^3} |\nabla g_{\Lambda}|^2 \geq \int_{Q} |\nabla \tilde{g}_{\Lambda}|^2. \tag{4.31}
\]

From the bound (3.10e) in Proposition 3.1, we deduce

\[
\int_{Q} |\nabla \tilde{g}_{\Lambda}|^2 \leq C,
\]
where \( \tilde{g}_A \) is defined, as usual, by
\[
\tilde{g}_{\Lambda} = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} g_{\Lambda}(\cdot + k).
\]
Thus, \( \nabla \tilde{g}_A \) is bounded in \( L^2_{unif}({\mathbb{R}}^3) \) independently of \( \Lambda \). Therefore, extracting a subsequence if necessary, we may assume that there exists \( \tilde{h} \) in \( L^2_{unif}({\mathbb{R}}^3) \), such that \( \nabla \tilde{g}_A \) converges to \( \tilde{h} \) in \( L^2_{unif}({\mathbb{R}}^3) \), for the weak convergence in \( L^2_{loc}({\mathbb{R}}^3) \), a n d \( \tilde{h} = 0 \), in the sense of distributions. Moreover, from Poincaré’s theorem, there exists \( \tilde{g} \) in \( D'({\mathbb{R}}^3) \) (which is uniquely defined, up to a constant), such that \( \tilde{h} = \nabla \tilde{g} \), still in the sense of distributions. In addition, since \( \tilde{g}_A \) satisfies
\[
-\Delta \tilde{g}_A = -\text{div}(\nabla \tilde{g}_A) = 4\pi [\chi_{\Gamma(\Lambda)} - \tilde{\rho}_A],
\]
we deduce that \( \tilde{g} \) is a solution to
\[
-\text{div}(\nabla \tilde{g}) = -\Delta \tilde{g} = 4\pi [1 - \tilde{\rho}],
\]
in \( D'({\mathbb{R}}^3) \) (see [11]). With (4.31), we obtain
\[
\liminf_{\Lambda \to \infty} \frac{1}{|\Lambda|} D(\chi_{\Gamma(\Lambda)} - \rho_A, \chi_{\Gamma(\Lambda)} - \rho_A) \geq \int_Q |\nabla \tilde{g}|^2.
\]
Now, we notice that we already know another solution to (4.32), namely
\[
\tilde{g}(x) = \int_Q G(x - y)(1 - \tilde{\rho}(y)) \, dy = -\int_Q G(x - y)\tilde{\rho}(y) \, dy,
\]
thanks to the normalization (2.14) on \( G \). The function \( \tilde{g} \) is periodic and satisfies
\[
\int_Q |\nabla \tilde{g}|^2 = \int_Q -\Delta \tilde{g} \cdot \tilde{g} = D_G(\tilde{\rho}, \tilde{\rho}),
\]
thanks to (4.32), for \( \int_Q \tilde{g} = 0 \). We are going to show that
\[
\int_Q |\tilde{g}_A|^2 \geq \int_Q |\nabla \tilde{g}|^2.
\]
(4.34)
For this purpose, we first remark that \( \partial_1 \tilde{g} - \partial_1 \tilde{g} \) (where \( \partial_1 \) denotes the first derivative with respect to the first coordinate \( x_1 \) of \( {\mathbb{R}}^3 \)) is a harmonic function, for \( \tilde{g} \) and \( \tilde{g} \) are two solutions to the same Laplace equation (4.32).

Now, both \( \partial_1 \tilde{g} \) (as the limit of \( \partial_1 \tilde{g}_A \)) and \( \partial_1 \tilde{g} \) (by construction, see (4.33)) are in \( L^2_{unif}({\mathbb{R}}^3) \). Therefore, \( \partial_1 \tilde{g} - \partial_1 \tilde{g} \) is an harmonic function which belongs to \( L^2_{unif}({\mathbb{R}}^3) \), and thus is a constant, that we denote by \( a_1 \) (use for instance the mean-value inequality). The same argument applies to the first derivatives with respect to the coordinates \( x_2 \) and \( x_3 \).

Hence we obtain
\[
\tilde{g} - \tilde{g} = a \cdot x + b,
\]
where \( a = (a_1, a_2, a_3) \) and \( b \) are two fixed vectors of \( {\mathbb{R}}^3 \). It follows from this equality, that
\[ \int_Q |\nabla \tilde{g}|^2 = \int_Q |\nabla (\tilde{g} + a \cdot x + b)|^2 \]
\[ = \int_Q |\nabla \tilde{g}|^2 + \int_Q |a|^2 + 2 \int_Q a \cdot \nabla \tilde{g} \]
\[ = \int_Q |\nabla \tilde{g}|^2 + \int_Q |a|^2 \]
\[ \geq \int_Q |\nabla \tilde{g}|^2, \]

since
\[ \int_Q a \cdot \nabla \tilde{g} = a \cdot \int_Q \nabla \tilde{g} = 0 \]
because of the periodicity of \( \tilde{g} \). The inequality (4.34) follows, from which we deduce easily (4.29) and (4.30).

At this stage, we collect (4.9) with (4.30) to obtain
\[ \liminf_{\Lambda \to \infty} \frac{I^{RHF}}{|A|} \geq \liminf_{\Lambda \to \infty} \frac{1}{|A|} \left( \text{Tr}_{L^2(\mathbb{R}^3)}[(-\Delta - V_A)K_\Lambda] + \frac{1}{2} D(\rho_\Lambda, \rho_\Lambda) + \frac{1}{2} U_\Lambda \right) \]
\[ \geq \int_{Q^*} \text{Tr}_{L^2(Q)}[-\Delta_\xi \tilde{K}_\xi] \frac{d\xi}{(2\pi)^3} - \int_Q G \tilde{\rho} + \frac{1}{2} D_G(\tilde{\rho}, \tilde{\rho}) + \frac{M}{2} \]
\[ = I^{RHF}_{\text{per}}(\tilde{K}) + \frac{M}{2} \]
\[ \geq I^{RHF}_{\text{per}} + \frac{M}{2}. \tag{4.35} \]

This concludes the proof of Proposition 4.1. \( \Box \)

Before turning to the study of the upper limit of the energy per unit volume, we can anticipate a little bit and assume that we have already proven
\[ I^{RHF}_{\text{per}} + \frac{M}{2} \geq \limsup_{\Lambda \to \infty} \frac{1}{|A|} I^{RHF}_A, \tag{4.36} \]
which will be the purpose of Proposition 4.2 below. It will follow from the comparison of (4.35) and (4.36) that all equalities in these strings of inequalities (4.9), (4.30), (4.35), (4.36) are indeed equalities. In particular, we shall recover
\[ \lim_{\Lambda \to \infty} \frac{1}{|A|} \text{Tr}_{L^2(\mathbb{R}^3)}[-\Delta K_\Lambda] = \int_{Q^*} \text{Tr}_{L^2(\mathbb{Q})}[-\Delta_\xi \tilde{K}_\xi] \frac{d\xi}{(2\pi)^3}, \tag{4.37} \]
and we shall also obtain that \( \tilde{K} \) is a minimizer of \( I^{RHF}_{\text{per}} \).

In order to prove that the upper limit behaves in the expected way, we shall make use of the minimizer of (2.17) (it is not \textit{stricto sensu} necessary, as we might use an almost minimizer). Therefore, we devote the next section to the study of problem (2.17), and
in particular to the proof of Theorem 2.1. We shall come back to the proof of the upper limit \((4.36)\), and thus conclude the proof of Theorem 2.2, in Subsection 4.3.

4.2. The periodic RHF problem

We begin this section with the proof of Theorem 2.1, that we recall here for the convenience of the reader.

**Theorem 2.1 (Well-posedness of the RHF periodic model).** – The minimization problem defined by \((2.17)–(2.18)\), i.e.

\[
I_{\text{per}}^{\text{RHF}} = \inf \{ E_{\text{per}}^{\text{RHF}}(K); \ K \in \mathcal{K} \},
\]

\[
E_{\text{per}}^{\text{RHF}}(K) = \int_{\mathcal{Q}} \text{Tr}_L^2[\xi] \left[ -\Delta_{\xi} K_{\xi} \right] \frac{d\xi}{(2\pi)^3} - \int_{\mathcal{Q}} G_{\rho} + \frac{1}{2} D_G(\rho, \rho)
\]

(respectively in the smeared nuclei case by Eqs. \((2.19)–(2.20)\) in Section 2) admits a minimum. In addition, the minimizing density \(\rho(x; x)\) is unique and, thus, shares the symmetries of the unique cube.

Before we begin with the proof, let us at once remark that the argument we are going to make will be also useful in the Hartree–Fock case for the proof of Theorem 2.3 in Section 5 below. As the reduced Hartree–Fock model is convex, another strategy than the one we shall use below could have been chosen. However, we have chosen on purpose a strategy of proof that will be also valid for the non-convex Hartree–Fock model. This will simplify our task in Section 5. Let us also remark that we only do the proof in the point nuclei case, and that adapting our argument to the smeared nuclei case \((2.19)–(2.20)\) is straightforward. Let us also mention at this stage that some of our arguments are similar to those used by Lieb, Solovej and Yngvason in [34], where a close problem is studied.

**Proof of Theorem 2.1.** – Let us consider a minimizing sequence \(K^n\) for the minimization problem \((2.17)–(2.18)\). For each \(n\), the operator \(K^n\) may be decomposed into operators \(K^n_\xi\). We denote by \(\rho_n(\xi, x, y)\) the kernel of \(K^n_\xi\), and by \(\rho_n(\xi, x, y) = \int_Q \rho_n(\xi, x, y) \frac{d\xi}{(2\pi)^3}\) the Schwartz kernel of \(K_n\), according to Lemma 3.4. More precisely, we have, in view of Proposition 3.2,

\[
\rho_n(\xi, x, y) = \sum_{p \geq 1} \lambda_p^{(n)}(\xi) u_p^{(n)}(\xi, x) u_p^{(n)}(\xi, y)^*.
\]

In the right-hand side, the index \(n\), referring to the index in the minimizing sequence \(K^n\), has been put into parentheses in order to avoid ambiguity with powers of \(u_p\). Since, in addition, \(K^n_\xi\) is trace-class on \(L^2_\xi(\mathcal{Q})\), we may also define

\[
\rho_n(\xi, x, x) = \sum_{p \geq 1} \lambda_p^{(n)}(\xi) |u_p^{(n)}(\xi, x)|^2,
\]

which is a non-negative, periodic function in \(L^1(\mathcal{Q})\), such that \(\text{Tr}_{L^2_\xi(\mathcal{Q})} K^n_\xi = \int_Q \rho_n(\xi, x, x) \, dx\). Moreover, let us recall from Proposition 3.2, that the density \(\rho(x; x)\)

which appears in the definition (2.18) of the energy functional is also a non-negative periodic function in $L^1(Q)$ (at least) defined by $\rho(x; x) = \int_Q \rho_n(\xi, x, x) \frac{d\xi}{(2\pi)^3}$. Our first step consists in finding some bounds, independent of $n$, on the operators $K^n_\xi$ and on the functions $\rho_n(\cdot, \cdot)$ and $\rho_n(\xi, \cdot, \cdot)$.

**Step 1. – A priori estimates on the minimizing sequence.**

First of all, we remark that the following bound holds obviously

$$0 \leq K^n_\xi \leq 1,$$

for almost every $\xi$ in $Q^*$, which comes straightforwardly from Lemma 3.3. In view of the decomposition of the operators $K^n_\xi$ along their eigenbasis, let us rewrite the kinetic energy term:

$$\int_{Q^*} \text{Tr}_{L^2(Q)} [\Delta_\xi K^n_\xi] \, d\xi = \int \sum_{p \geq 1} \lambda_p^{(n)}(\xi) \int_Q |\nabla u_p^{(n)}(\xi, x)\|^2 \, dx \, d\xi. \tag{4.38}$$

Next, we remark that the constraint of charge 1, namely

$$\int_{Q^*} \frac{d\xi}{(2\pi)^3} \rho_n(\xi; x; x) \, dx = \int \sum_{p \geq 1} \lambda_p^{(n)}(\xi) \frac{d\xi}{(2\pi)^3} = \int \rho_n(\xi; x) \, dx = 1, \tag{4.39}$$

may also be written as

$$\int \frac{d\xi}{(2\pi)^3} \int_Q |\rho_n(\xi, x, y)|^2 \, dx \, dy

= \int \sum_{p \geq 1} \lambda_p^{(n)}(\xi) \frac{d\xi}{(2\pi)^3} \left( \int_Q u_p^{(n)}(\xi, x) u_p^{(n)}(\xi, x)^* \, dx \right)^2 \frac{d\xi}{(2\pi)^3}

= \int \sum_{p \geq 1} \lambda_p^{(n)}(\xi) \frac{d\xi}{(2\pi)^3} \delta_{p, q} \frac{d\xi}{(2\pi)^3}

= \int \sum_{p \geq 1} |\lambda_p^{(n)}(\xi)|^2 \frac{d\xi}{(2\pi)^3}

\leq \int \sum_{p \geq 1} \lambda_p^{(n)}(\xi) \frac{d\xi}{(2\pi)^3} = 1,$$

whence

$$\rho_n(\xi, x, y) \text{ is bounded in } L^2(Q^* \times Q \times Q), \tag{4.40}$$
or, equivalently, because of (3.26) in Lemma 3.4,
\[ \rho_n(x, y) \] is bounded in \( L^2(Q \times \mathbb{R}^3) \).
(4.41)

(Note that actually \( \rho_n(x, y) \) is bounded in \( L^2_{\text{unif}}(\mathbb{R}^3; L^2(\mathbb{R}^3)) \), thanks to the translation invariance.) We are now going to work on the energy functional. Owing to the convexity of the function \( f \mapsto \int_Q \| \nabla \sqrt{f} \|^2 \), and because of (4.39), we have
\[
\left| \int_Q \sqrt{\rho_n(x,x)} dx \right|^2 \leq \int_Q \left( \int_{Q^*} \sum_{p \geq 1} \lambda_p(n) \| u_p(n)(\xi, x) \|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2} dx
\]
\[
\leq \int \left( \int_{Q^*} \sum_{p \geq 1} \lambda_p(n) \| \nabla u_p(n)(\xi, x) \|^2 \frac{d\xi}{(2\pi)^3} \right) dx
\]
\[
\leq \int \left( \int_{Q^*} \sum_{p \geq 1} \lambda_p(n) \| \nabla u_p(n)(\xi, x) \|^2 \frac{d\xi}{(2\pi)^3} \right) dx
\]
\[
= \int \text{Tr}_{L^2(Q)} \left[ -\Delta K_n^\alpha \right] \frac{d\xi}{(2\pi)^3},
\]
(4.42)
the second inequality being true since \( |\nabla f| \leq |\nabla f| \) for any complex-valued function \( f \). Let us now observe that
\[
\left| \int_Q G(x) \rho_n(x,x) dx \right| \leq C \| G \|_{L^2(Q)} \| \rho_n \|_{L^4(Q)} \| \rho_n \|_{L^4(Q)}^{1/4}
\]
\[
\leq C \| G \|_{L^2(Q)} \sqrt{\rho_n} \|_{H^1(Q)}^{1/2}
\]
\[
\leq C \| G \|_{L^2(Q)} (1 + \| \sqrt{\rho_n} \|_{L^2(Q)}^2)^{1/4}
\]
(4.43)
since \( G \) is \( L^2 \) on \( Q \) (it has only a singularity like \( 1/|x| \)) and \( \| \rho_n \|_{L^4(Q)} = 1 \), and where \( C \) denotes here and below some positive constant that is independent of \( n \). Inserting (4.42) and (4.43) into the definition (2.18) of the energy, and noticing that \( \frac{1}{2} D_G(\cdot, \cdot) \geq 0 \), we obtain that we have, for the minimizing sequence \( K^n \),
\[
\sqrt{\rho_n(x,x)} \text{ is bounded in } H^1(Q), \text{ and thus in } L^p(Q), \text{ } 1 \leq p \leq 6.
\]
(4.44)
This can also be expressed by stating that
\[
\int Q^* \text{Tr}_{L^2(Q)} \left[ -\Delta K_n^\alpha \right] d\xi = \int Q^* \sum_{p \geq 1} \lambda_p(n) \| \nabla u_p(n)(\xi, y) \|^2 dx d\xi
\]
(4.45)
is bounded independently of \( n \).
Using the Cauchy–Schwarz inequality as follows
\[ |\rho_n(x, y)| = \left| \int_{Q^*} \sum_{p \geq 1} \lambda_p^{(n)}(\xi) |u_p^{(n)}(\xi, x)| |u_p^{(n)}(\xi, y)|^* \frac{d\xi}{(2\pi)^3} \right| \]
\[ \leq \left( \int_{Q^*} \sum_{p \geq 1} \lambda_p^{(n)}(\xi) |u_p^{(n)}(\xi, x)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2} \times \left( \int_{Q^*} \sum_{p \geq 1} \lambda_p^{(n)}(\xi) |u_p^{(n)}(\xi, y)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2} \]
\[ = \sqrt{\rho_n(x, x)} \sqrt{\rho_n(y, y)}, \quad (4.46) \]

we obtain a direct corollary of the bound (4.44):

\[ \rho_n(x, y) \text{ is bounded in } L^p(Q \times Q), \quad 1 \leq p \leq 6. \quad (4.47) \]

Another corollary of these bounds is obtained by using the convexity of the function \( f \mapsto \int_{Q \times Q^*} |\nabla \sqrt{f}|^2 \, dx \, d\xi \), it is

\[ \sqrt{\rho_n(\xi, x, x)} \text{ is bounded in } L^2(Q^*; H^1(Q)). \quad (4.48) \]

Finally, a very useful bound is obtained from (4.45) by using the Lieb–Thirring inequality in this setting. (This is an easy adaptation of the Lieb–Thirring inequality in the periodic case given in the Appendix of [54] for finite-rank projectors together with the results of [39] for its extension to general density matrices.) We have, for almost every \( \xi \in Q^* \),

\[ \int_Q \rho_n(\xi, x, x)^{5/3} \, dx \leq C_0 \text{Tr}_{L^2(\mathbb{R}^3)}[(1 - \Delta_\xi) K_\xi^e], \]

for some constant \( C_0 \), which may be chosen independently of \( \xi \), since \( \xi \) lies in a bounded subset of \( \mathbb{R}^3 \), and therefore by integration on \( Q^* \) (since the left-hand side lies in \( L^1(Q^*) \)),

\[ \int_{Q^*} \frac{d\xi}{(2\pi)^3} \int_Q \rho_n(\xi, x, x)^{5/3} \, dx \leq C \int_{Q^*} \text{Tr}_{L^2(\mathbb{R}^3)}[(1 - \Delta_\xi) K_\xi^e] \frac{d\xi}{(2\pi)^3}. \]

This shows that

\[ \rho_n(\xi, x, x) \text{ is bounded in } L^{5/3}(Q^* \times Q), \quad (4.49) \]

and concludes our first step, devoted to the \textit{a priori} bounds on the sequence \( K^n \).

\textbf{Step 2. – Passing to the limit in the constraint.}

Let us first remark that, in view of the bound (4.40), we may assume without loss of generality that the sequence \( \rho_n(\xi, x, y) \) converges weakly in \( L^2(Q^* \times Q \times Q) \) to some \( \rho_\infty(\xi, x, y) \). According to the formal decomposition given in [45], and recalled in Section 3.2, we may now define a self-adjoint operator \( K_\infty \) on \( L^2(\mathbb{R}^3) \), by \( K_\infty = \int_Q K_\xi^\infty \frac{d\xi}{(2\pi)^3} \), where \( K_\xi^\infty \) is the Hilbert–Schmidt operator on \( L^2(Q) \) whose kernel is
the function $\rho_\infty(\xi, x, y)$. Another way to state the weak convergence of $\rho_n$ to $\rho_\infty$ is to say that for almost $\xi \in Q^*$, and for any self-adjoint operator $L$ on $L^2(\mathbb{R}^3)$, such that $L = \int_Q L_\xi \frac{d\xi}{(2\pi)^3}$, where the operators $L_\xi$ are Hilbert–Schmidt operators on $L^2_\xi(Q)$, whose kernels $L(\xi, x, y)$ belong to $L^2(\mathbb{R}^3)$, we have
\[
\lim_{n \to +\infty} \int_{Q^*} \text{Tr}_{L_\xi^Q} K_\xi^n \cdot L_\xi^\infty \frac{d\xi}{(2\pi)^3} = \int_{Q^*} \text{Tr}_{L_\xi^Q} K_\xi^\infty \cdot L_\xi^\infty \frac{d\xi}{(2\pi)^3}.
\]
(4.50)

Clearly, the operators $K_\xi^\infty$ satisfy $0 \leq K_\xi^\infty \leq 1$, and thus $0 \leq K_\xi \leq 1$.

A second consequence of the bounds of Step 1 comes from (4.44). Again, we may always assume that the sequence $\sqrt{\rho_n(x, x)}$ converges weakly in $H^1_{\text{per}}(Q)$, strongly in $L^p(Q)$, $1 \leq p < 6$, and almost everywhere on $\mathbb{R}^3$, to some function $\sqrt{\tilde{\rho}_\infty(x, x)} \in H^1_{\text{per}}(Q)$.

A third consequence of the bounds of Step 1 is deduced from (4.49): We may suppose that the sequence of (non-negative) functions $\rho_n(\xi, x, x)$ converges weakly in $L^{5/3}(Q^* \times Q)$ to some (non-negative) function that we denote for the moment by $\tilde{\rho}_\infty(\xi, x, x)$.

Let us first prove that $\int_{Q^*} \tilde{\rho}_\infty(\xi, x, x) \frac{d\xi}{(2\pi)^3} = \tilde{\rho}_\infty(x, x)$. For this purpose, we note that the weak convergence in $L^{5/3}(Q^* \times Q)$ implies in particular that, for any function $v \in L^{5/2}(Q)$,
\[
\lim_{n \to +\infty} \int_{Q^*} \rho_n(\xi, x, x) v(x) dx = \int_{Q^*} \tilde{\rho}_\infty(\xi, x, x) v(x) dx.
\]
Now, the left-hand side is also given by
\[
\lim_{n \to +\infty} \int_Q \left( \int_{Q^*} \rho_n(\xi, x, x) \frac{d\xi}{(2\pi)^3} \right) v(x) dx = \lim_{n \to +\infty} \int_Q \rho_n(x, x) v(x) dx,
\]
and thus by
\[
\lim_{n \to +\infty} \int_Q \rho_n(x, x) v(x) dx = \int_Q \tilde{\rho}_\infty(x, x) v(x) dx.
\]
Therefore, we have
\[
\int_{Q^*} \tilde{\rho}_\infty(\xi, x, x) \frac{d\xi}{(2\pi)^3} = \tilde{\rho}_\infty(x, x).
\]
(4.51)

At this stage, we do not know a priori that $\rho_\infty(\xi, x, x) = \tilde{\rho}_\infty(\xi, x, x)$, but we shall prove this claim below in Step 3.

Let us now turn to the proof of the fact that the operator $K_\xi^\infty$ necessarily satisfies the constraint:
\[
\int_{Q^*} \text{Tr}_{L_\xi^Q} K_\xi^\infty \frac{d\xi}{(2\pi)^3} = 1.
\]
(4.52)
The difficulty to deduce (4.52), from the convergence (4.50) and the fact that the above constraint is satisfied for all \( n \), is of course that we cannot take \( L \) as being the identity operator in (4.50), for the identity is not a Hilbert–Schmidt operator. In order to conclude, we shall need to use the bound on the kinetic energy term. We argue as follows.

For all \( n \), and for almost all \( \xi \in Q^\star \), we know that \( K_n^\xi \) and \(-\Delta_\xi K_n^\xi \) are trace-class operators on \( L_2^\xi(Q) \). In particular, this implies that the operator \( (1 - \Delta)^{1/2}_\xi K_n^\xi (1 - \Delta)^{-1/2}_\xi \) is also trace-class (thus, in particular, Hilbert–Schmidt). In addition, since we have a bound, derived from (4.45) and (4.38),

\[
\int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ (1 - \Delta)^{1/2}_\xi K_n^\xi (1 - \Delta)^{-1/2}_\xi \right] d\xi = \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ (1 - \Delta)_\xi K_n^\xi \right] d\xi \leq C,
\]

we may assume, extracting a subsequence if necessary, that the sequence of operators \( \int_{Q^\star} (1 - \Delta)^{1/2}_\xi K_n^\xi (1 - \Delta)^{-1/2}_\xi \frac{d\xi}{(2\pi)^3} \) converges in the sense of (4.50), and its limit is necessarily \( \int_{Q^\star} (1 - \Delta)^{1/2}_\xi K_\infty^\xi (1 - \Delta)^{-1/2}_\xi \frac{d\xi}{(2\pi)^3} \). Testing this weak convergence with the operators \( L_\xi = (1 - \Delta)^{-1}_\xi \), which are Hilbert–Schmidt on \( L_2^\xi(Q) \), we obtain

\[
\lim_{n \to +\infty} \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ (1 - \Delta)^{1/2}_\xi K_n^\xi (1 - \Delta)^{-1/2}_\xi \right] d\xi = \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} K_\infty^\xi d\xi;
\]

that is

\[
\lim_{n \to +\infty} \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} K_n^\xi d\xi = \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} K_\infty^\xi d\xi.
\]

Therefore, as \( \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} K_n^\xi \frac{d\xi}{(2\pi)^3} = 1 \) for all \( n \), we deduce that the operator \( K_\infty^\xi \) satisfies the constraint.

**Step 3. – Passing to the limit in the energy.**

A simple argument, using the operator \( (1 - \Delta) \) and Fatou’s lemma allows one to show, arguing as in the proof of Proposition 4.1, and making use of Step 2, that

\[
\liminf_{n \to +\infty} \left[ 1 + \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ -\Delta_\xi K_n^\xi \right] d\xi \right] = \liminf_{n \to +\infty} \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ (1 - \Delta_\xi) K_n^\xi \right] d\xi \geq \lim_{n \to +\infty} \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ (1 - \Delta_\xi) K_\infty^\xi \right] \frac{d\xi}{(2\pi)^3} = 1 + \int_{Q^\star} \text{Tr}_{L_2^\xi(Q)} \left[ -\Delta_\xi K_\infty^\xi \right] \frac{d\xi}{(2\pi)^3},
\]

and, therefore, that
\[
\lim inf_{n \to +\infty} \int_{Q^*} \text{Tr}_{L^2(\xi)} \left[ -\Delta_{\xi} K_{\xi}^n \right] \frac{d\xi}{(2\pi)^3} \geq \int_{Q^*} \text{Tr}_{L^2(\xi)} \left[ -\Delta_{\xi} K_{\xi}^\infty \right] \frac{d\xi}{(2\pi)^3}.
\]

(4.53)

Next, a standard argument on the sequence \(\rho_n(x, x)\), whose square root converges in \(H^1_{\text{per}}(Q)\), shows that
\[
\lim_{n \to +\infty} \left[ -\int_{Q} G(x) \rho_n(x, x) \, dx + \frac{1}{2} D_G(\rho_n(x, x), \rho(x, x)) \right] = -\int_{Q} G(x) \bar{\rho}_{\infty}(x, x) \, dx + \frac{1}{2} D_G(\bar{\rho}_{\infty}(x, x), \bar{\rho}_{\infty}(x, x)).
\]

(4.54)

It is then clear that (4.53) along with (4.54) will suffice to establish the existence of a minimizer for the periodic RHF model, provided we are able to show that, for almost every \(\xi \in Q^*\) and \(x \in Q\),
\[
\bar{\rho}_{\infty}(\xi, x, x) = \rho_{\infty}(\xi, x, x).
\]

(4.55)

We finally prove this fact. For this purpose, we choose an arbitrary function \(\theta(\xi, x) \in L^\infty(Q^* \times Q)\), and define the Hilbert–Schmidt operators
\[
L_{\xi} = \left( 1 - \frac{zF_{\xi}}{2} \right)^{1/2} \frac{1}{\theta(\xi, \cdot)} \left( 1 - \frac{zF_{\xi}}{2} \right)^{-1/2} \frac{1}{\theta(\xi, \cdot)}.
\]

Using the convergence (4.50) for the sequence of operators \((1 - \Delta)^{1/2} K_{\xi}^n(1 - \Delta)^{-1/2}\), we have
\[
\lim_{n \to +\infty} \int_{Q^*} \text{Tr}_{L^2(\xi)} \left[ (1 - \Delta)^{1/2} K_{\xi}^n(1 - \Delta)^{-1/2} \theta(\xi, \cdot)(1 - \Delta)^{-1/2} \right] d\xi = \int_{Q^*} \text{Tr}_{L^2(\xi)} \left[ (1 - \Delta)^{1/2} K_{\xi}^\infty(1 - \Delta)^{-1/2} \theta(\xi, \cdot)(1 - \Delta)^{-1/2} \right] d\xi.
\]

This may also read
\[
\lim_{n \to +\infty} \iint_{Q^* \times Q} \rho_n(\xi, x) \theta(\xi, x) \, dx 
\quad \iint_{Q^* \times Q} \rho_{\infty}(\xi, x) \theta(\xi, x) \, dx 
\]

But, on the other hand, we know that the sequence of functions \(\rho_n(\xi, x, x)\) converges weakly in \(L^{5/3}(Q^* \times Q)\) to \(\bar{\rho}_{\infty}(\xi, x, x)\), thus we also have
\[
\lim_{n \to +\infty} \iint_{Q^* \times Q} \rho_n(\xi, x) \theta(\xi, x) \, dx 
\quad \iint_{Q^* \times Q} \bar{\rho}_{\infty}(\xi, x) \theta(\xi, x) \, dx.
\]

This shows equality (4.55), and concludes the proof of the existence of a minimum. We now show the uniqueness of the periodic density \(\rho(x, x)\). The argument is a adaptation of a similar claim in [34]. Assume that there exist two minimizers \(K_1\) and \(K_2\) in \(K\) of \(I_{\text{per}}^{\text{RHF}}\). Denoting by \(\rho_1\) and \(\rho_2\) their respective density, it is easily checked that
\[
E_{\text{per}}^{\text{RHF}}(K) = \frac{1}{2} E_{\text{per}}^{\text{RHF}}(K_1) + \frac{1}{2} E_{\text{per}}^{\text{RHF}}(K_2) - \frac{1}{8} D_G(\rho_1 - \rho_2, \rho_1 - \rho_2)
\]

\[
= I_{\text{per}}^{\text{RHF}} - \frac{1}{8} D_G(\rho_1 - \rho_2, \rho_1 - \rho_2).
\]
We thus have $D_G(\rho_1 - \rho_2, \rho_1 - \rho_2) = 0$. Now, since $G$, $\rho_1$ and $\rho_2$ are periodic, we may rewrite $D_G(\rho_1 - \rho_2, \rho_1 - \rho_2)$ with the help of the Fourier coefficients of $\rho_1 - \rho_2$ and $G$. Since the Fourier series expansion of $G$ writes (see [32])

$$G(x) = \frac{1}{\pi} \sum_{n \in \mathbb{Z} \setminus \left\{ 0 \right\}} \frac{1}{|n|^2} e^{2i\pi n \cdot x},$$

we observe that $D_G(\rho_1 - \rho_2, \rho_1 - \rho_2) = 0$ if and only if $\rho_1 - \rho_2$ is constant. But, $\int_Q \rho_1 - \rho_2 = 0$, hence $\rho_1 = \rho_2$. In particular, in the above proof, the whole sequence $\sqrt{\rho_n(x; x)}$ converges to $\sqrt{\rho_\infty(x; x)}$ and not only a subsequence. \( \square \)

Before concluding this section, let us write down the Euler–Lagrange equations satisfied by a minimizer $K$ of $I_{RH}^{\text{per}}$. Using the decomposition of $K$ in $K_\xi$ along an eigenbasis of each $K_\xi$, when $\xi$ describes $Q^*$, we may reformulate the minimization problem $I_{RH}^{\text{per}}$ in the following way: $I_{RH}^{\text{per}}$ is obtained by minimizing

$$\int \sum_{n \geq 1} \lambda_n(\xi) \left( \int |\nabla u_n(\xi, x)|^2 - G(x)|u_n(\xi, x)|^2 \right) dx d\xi \left(2\pi\right)^3$$

$$+ \frac{1}{2} \int \int d\xi d\xi' \sum_{n, m \geq 1} \lambda_n(\xi) \lambda_m(\xi') \left( \int \int |u_n(\xi, x)|^2 G(x - y)|u_m(\xi', y)|^2 dx dy \right)$$

subject to the constraints

$$\int \sum_{n \geq 1} \lambda_n(\xi) \frac{d\xi}{(2\pi)^3} = 1,$$

$$0 \leq \lambda_n(\xi) \leq 1, \text{ for all } n \geq 1, \text{ and for almost all } \xi \in Q^*, \quad (4.56)$$

$$\int u_n(\xi, x)u_m^*(\xi, x) dx = \delta_{n,m}, \text{ for almost all } \xi \in Q^*.$$

The Euler–Lagrange equations satisfied by a minimizer $K$ of $I_{RH}^{\text{per}}$ can then be easily written. They exhibit the Lagrange multipliers $\pi$, $\mu_0^N(\xi)$, $\mu_1^N(\xi)$, $\epsilon_{nm}(\xi)$, respectively associated to the constraints of (4.56). More precisely, we obtain, for almost every $\xi$ in $Q^*$, and for every $n \geq 1$,

$$\begin{cases} 
-\Delta u_n(\xi, \cdot) - G u_n(\xi, \cdot) + \sum_{m \geq 1} \lambda_m(\xi)(u_m(\xi, \cdot)^2 \chi_Q \ast G)u_n(\xi, \cdot) \\
= \sum_{m \geq 1} \epsilon_{nm}(\xi)u_m(\xi, \cdot), \quad \text{a.e. on } Q,
\end{cases} \quad (4.57)$$

$$\int \sum_{m \geq 1} \lambda_m(\xi)(u_m(\xi, \cdot)^2 \chi_Q \ast G)u_n(\xi, \cdot)$$

$$+ \mu_0^N(\xi) + \mu_1^N(\xi) + \pi.$$
Since $E_{\text{RHF}}(K)$ is independent of the choice of an eigenbasis for $K_\xi$, we may assume without loss of generality that the hermitian matrix with entries $\varepsilon_{nm}(\xi)$ is diagonal, for almost every $\xi$ in $Q^*$; in other words, the right-hand side term $\sum_{m \geq 1} \varepsilon_{nm}(\xi) u_m(\xi, \cdot)$ in the first equation of (4.57) may be replaced by $\varepsilon_n(\xi) u_n(\xi, \cdot)$. Moreover, owing to the fact that the Lagrange multipliers $\mu_n^0(\xi)$ and $\mu_n^1(\xi)$ are respectively associated to the constraints $0 \leq \lambda_n(\xi)$ and $\lambda_n(\xi) \leq 1$, they satisfy, for all $n \geq 1$ and for almost every $\xi$ in $Q^*$,

$$
\begin{align}
\mu_n^0(\xi) &= 0, & \text{if } \lambda_n(\xi) > 0, \\
& \geq 0, & \text{if } \lambda_n(\xi) = 0, \\
\mu_n^1(\xi) &= 0, & \text{if } \lambda_n(\xi) < 1, \\
& \leq 0, & \text{if } \lambda_n(\xi) = 1.
\end{align}
$$

We now apply $u_n(\xi, \cdot)$ to the first equation of (4.57), next integrate over $Q$, and, finally, insert the result into the second equation of (4.57), to obtain, using (4.58a) and (4.58b),

$$
\begin{align}
\lambda_n(\xi) &= 0 \quad \implies \varepsilon_n(\xi) \geq \pi, \\
0 < \lambda_n(\xi) < 1 & \implies \varepsilon_n(\xi) = \pi, \\
\lambda_n(\xi) &= 1 \quad \implies \varepsilon_n(\xi) \leq \pi.
\end{align}
$$

4.3. Upper limit of the energy per unit volume and conclusion

In order to conclude the proof of Theorem 2.2, we now prove the

**Proposition 4.2.** – We assume that the Van Hove sequence $\Lambda$ satisfies (2.21), and that the unit cell $Q$ is a cube. Then,

$$
\limsup_{\Lambda \to \infty} \frac{I_{\text{RHF}}^\Lambda}{|\Lambda|} \leq I_{\text{RHF}}^{\text{per}} + \frac{M}{2},
$$

where $I_{\text{RHF}}^{\text{per}}$ is defined by (2.17)–(2.18).

Remark 4.1. – As stated in Theorem 2.2, the same result holds true in the smeared nuclei case, if we assume moreover that $m$ shares the symmetries of the unit cube $Q$, and define $M$ in a convenient way.

As a corollary of Proposition 4.1 and Proposition 4.2 (and the slight modifications which are necessary to treat the smeared nuclei case), we shall obtain Theorem 2.2.

**Proof of Proposition 4.2.** – Let us denote by $K$ a minimizer of the periodic RHF problem. As usual, we may decompose $K$ into operators $K_\xi (\xi \in Q^*)$, whose kernels $\rho(\xi, x, y)$ may be written as

$$
\rho(\xi, x, y) = \sum_{n \geq 1} \lambda_n(\xi) u_n(\xi, x) u_n(\xi, y)^*.
$$
We denote
\[ \rho(x, y) = \int_{Q^*} \rho(\xi, x, y) \frac{d\xi}{(2\pi)^3}. \]

Let now \( \Lambda \) be fixed. We build a cut-off function \( \chi_{\Lambda} \in D(\mathbb{R}^3) \) satisfying the following properties:
\[
\begin{align*}
0 \leq \chi_{\Lambda} & \leq 1; \\
\chi_{\Lambda} & \equiv 1, \quad \text{on } \{x \in \Gamma(\Lambda); \quad d(x, \partial \Gamma(\Lambda)) \geq 2\}; \\
\chi_{\Lambda} & \equiv 0, \quad \text{on } \Gamma(\Lambda)^c.
\end{align*}
\]
In addition, we choose \( \chi_{\Lambda} \) in such a way that it also satisfies
\[
\int_{\mathbb{R}^3} \chi_{\Lambda}^2(x) \rho(x; x) \, dx = |\Lambda| + o(|\Lambda|).
\]

We next consider the operator \( K_{\Lambda} \) on \( L^2(\mathbb{R}^3) \) whose kernel is
\[ \rho_{\Lambda}(x, y) = \chi_{\Lambda}(x) \rho(x, y) \chi_{\Lambda}(y). \] (4.61)

A simple computation shows that
\[
(K_{\Lambda} \psi; \psi)_{L^2(\mathbb{R}^3)} = (K(\chi_{\Lambda} \psi); (\chi_{\Lambda} \psi))_{L^2(\mathbb{R}^3)},
\]
and therefore we have \( 0 \leq K_{\Lambda} \leq 1 \). The choice of \( \chi_{\Lambda} \) ensures also that \( \text{Tr}_{L^2(\mathbb{R}^3)} K_{\Lambda} = |\Lambda| + o(|\Lambda|) \leq |\Lambda| \).

We now compute the RHF energy of \( K_{\Lambda} \).

Since \( \rho_{\Lambda}(x; x) = \chi_{\Lambda}^2(x) \rho(x; x) \), it is a simple matter, arguing as in [11] and using the periodicity of \( \rho(x; x) \), to show that the electrostatic terms
\[
- \int_{\mathbb{R}^3} V_{\Lambda} \rho_{\Lambda} + \frac{1}{2} D(\rho_{\Lambda}, \rho_{\Lambda}) + \frac{1}{2} U_{\Lambda}
\]
behave like
\[
|\Lambda| \left[- \int_{Q} G\rho + \frac{1}{2} D_G(\rho, \rho) + \frac{M}{2} \right],
\]
as \( \Lambda \) goes to infinity. This is precisely where we need the assumption (2.21), the fact that \( Q \) is a cube, and that \( \rho(x; x) \) shares the symmetries of the unit cube. Both facts play a fundamental role – see the details in [11]. Therefore, we concentrate ourselves on the behaviour of the kinetic energy term. We intend to prove that
\[
\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \text{Tr}_{L^2(\mathbb{R}^3)} [-\Delta K_{\Lambda}] = \int_{Q^*} \text{Tr}_{L^2(\mathbb{R}^3)} [-\Delta_{\xi} K_{\xi}] \frac{d\xi}{(2\pi)^3} \] (4.62)
which will of course conclude the proof of Proposition 4.2.
Let us denote by \((\varphi_m)_{m \geq 1}\) an Hilbertian basis of \(L^2(\mathbb{R}^3)\). We begin with

\[-\Delta K_A \varphi_m = -\Delta \left( \int_{\mathbb{R}^3} \rho_A(x,y) \varphi_m(y) \, dy \right)\]

\[= \int_{\mathbb{R}^3} -\Delta (\rho(x,y) \chi_A(x)) \chi_A(y) \varphi_m(y) \, dy\]

\[= -\int_{\mathbb{R}^3} \sum_{n \geq 1} \lambda_n(\xi) \Delta (u_n(\xi,x) \chi_A(x)) u_n(\xi,y)^* \chi_A(y) \varphi_m(y) \, dy \, d\xi \frac{(2\pi)^3}{2}.\]

Hence,

\[(-\Delta K_A \varphi_m; \varphi_m)_{L^2(\mathbb{R}^3)} = \int_{\mathbb{R}^3} \sum_{n \geq 1} \lambda_n(\xi) \left[ \int_{\mathbb{R}^3} -\Delta (u_n(\xi,x) \chi_A(x)) \varphi_m(x) \, dx \right] u_n(\xi,y)^* \chi_A(y) \varphi_m(y) \, dy \, d\xi \frac{(2\pi)^3}{2}.\]

Summing up next in \(m\), we obtain

\[\sum_{m \geq 1} (-\Delta K_A \varphi_m; \varphi_m)_{L^2(\mathbb{R}^3)}\]

\[= \int_{\mathbb{R}^3} dy \int_{\mathbb{R}^3} \sum_{n \geq 1} \lambda_n(\xi) u_n(\xi,y)^* \chi_A(y) \varphi_m(y) \, d\xi \frac{(2\pi)^3}{2}\]

\[= \int_{\mathbb{R}^3} \left[ \int_{\mathbb{R}^3} \sum_{n \geq 1} \lambda_n(\xi) u_n(\xi,y)^* \chi_A(y) - \Delta (u_n(\xi,y) \chi_A(y)) \right] u_n(\xi,x) \chi_A(x) \, dx \, d\xi \frac{(2\pi)^3}{2}\]

\[= \int_{\mathbb{R}^3} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \int_{\mathbb{R}^3} \nabla (u_n(\xi,y) \chi_A(y)) \, dy \frac{(2\pi)^3}{2}\]

We have therefore obtained

\[\text{Tr}_{L^2(\mathbb{R}^3)}[-\Delta K_A] = \int_{\mathbb{R}^3} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \int_{\mathbb{R}^3} |\nabla (u_n(\xi,y) \chi_A(y))|^2 \, dy. \quad (4.63)\]

We now remark that

\[\int_{\mathbb{R}^3} |\nabla (u_n(\xi,y) \chi_A(x))|^2 \, dx\]

\[= \int_{\mathbb{R}^3} |\chi_A(x) \nabla (u_n(\xi,y)) + u_n(\xi,y) \nabla \chi_A(x)|^2 \, dx.\]
\[ \begin{align*}
= & \int_{\mathbb{R}^3} |\chi_A(x)|^2 |\nabla (u_n(\xi, x))|^2 \, d\xi + \int_{\mathbb{R}^3} |u_n(\xi, x)|^2 |\nabla \chi_A(x)|^2 \, dx \\
+ & 2 \int_{\mathbb{R}^3} \chi_A(x) u_n^*(\xi, x) \nabla u_n(\xi, x) \cdot \nabla \chi_A(x) \, dx.
\end{align*} \]

Each of the three integrals in the right-hand side may be restricted on \( \Gamma(A) \), for \( \chi_A \) vanishes outside this domain. In addition, the third integral may be restricted on the “boundary” \( \partial A = \{ x \in \Gamma(A); d(x; \partial \Gamma(A)) \leq 2 \} \) of \( \Gamma(A) \), as \( \nabla \chi_A \equiv 0 \) in the “interior” \( \Gamma(A) \setminus \partial A \) of \( \Gamma(A) \). Therefore, we have

\[ \begin{align*}
\int_{Q^*} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \int_{\mathbb{R}^3} |\nabla (u_n(\xi, x) \chi_A(x))|^2 \, dx &= I_1^1 + I_2^1 + 2 I_3^1, \quad (4.64)
\end{align*} \]

where \( I_1^1, I_2^1, I_3^1 \) denote respectively

\[ \begin{align*}
I_1^1 &= \int_{Q^*} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \sum_{k \in A_Q} \int_{Q} |\chi_A(x+k)|^2 |\nabla (u_n(\xi, x+k))|^2 \, dx, \\
I_2^1 &= \int_{Q^*} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \sum_{k \in A_Q} \int_{Q} |u_n(\xi, x+k)|^2 |\nabla \chi_A(x+k)|^2 \, dx, \\
I_3^1 &= \int_{Q^*} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \int_{\partial A} \chi_A(x) u_n^*(\xi, x) \nabla u_n(\xi, x) \cdot \nabla \chi_A(x) \, dx.
\end{align*} \]

As \( A \) is a Van Hove sequence, we expect that the integrals over the “boundary” of \( \Gamma(A) \) are negligible with respect to \( |A| \), or, in other words, that only the integrals over the “interior” of \( \Gamma(A) \) play a role in identifying the limit per unit volume. Indeed, it is easy to see, by a standard argument that we have already used in [11] and that is based upon the properties of \( \chi_A \) and of \( u_n(\xi, \cdot) \), that

\[ \begin{align*}
I_1^1 &= |A| \int_{Q^*} \frac{d\xi}{(2\pi)^3} \sum_{n \geq 1} \lambda_n(\xi) \int_{Q} |\nabla (u_n(\xi, x))|^2 \, dx + o(|A|) \\
&= |A| \int_{Q^*} \text{Tr}_{L_2^2(Q)}[-\Delta_k K_{\xi}] \frac{d\xi}{(2\pi)^3} + o(|A|), \quad (4.65)
\end{align*} \]

and

\[ I_2^1 = o(|A|) \int_{Q^*} \text{Tr}_{L_2^2(Q)}[-\Delta_k K_{\xi}] \frac{d\xi}{(2\pi)^3}. \quad (4.66) \]

Finally, we may bound \( I_3^1 \) as follows

\[ |I_3^1| \leq o(|A|) \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) \left( \int_{Q} |\nabla (u_n(\xi, x))|^2 \right)^{1/2} \left( \int_{Q} |u_n(\xi, x)|^2 \right)^{1/2} d\xi. \]
by a repeated use of the Cauchy–Schwarz inequality. Inserting (4.65), (4.66), (4.67) into (4.64), next in (4.63), we obtain

\[
\text{Tr}_{L^2_c(R^3)}[-\Delta_k K] = |\Lambda| \int_{Q^*} \text{Tr}_{L^2_c(Q)} [-\Delta_k K] \left(\frac{d\xi}{(2\pi)^3}\right)^{1/2} + o(|\Lambda|),
\]

which shows (4.62) and concludes the proof of the proposition. \(\Box\)

5. The Hartree–Fock model

Let us first of all recall the Hartree–Fock model (2.3)–(2.4)–(2.5) introduced in Section 2:

\[
I_{HF}^\Lambda = \inf \left\{ E_{HF}^\Lambda (K) + \frac{1}{2} U_\Lambda : K \in \mathcal{K}_\Lambda \right\},
\]

where the set of minimization is

\[
\mathcal{K}_\Lambda = \{ 0 \leq K \leq 1, \text{ Tr } K = |\Lambda|, \text{ Tr} [(-\Delta - V_\Lambda)K] < +\infty \},
\]

and the energy functional writes

\[
E_{HF}^\Lambda (K) = \text{Tr}[(-\Delta - V_\Lambda)K] + \frac{1}{2} \iint_{R^3 \times R^3} \frac{\rho(x, y) \rho(y, y)}{|x - y|} \, dx \, dy - \frac{1}{2} \iint_{R^3 \times R^3} \frac{\rho(x, y)^2}{|x - y|} \, dx \, dy,
\]

where \(\rho(x; y)\) is the Hilbert–Schmidt kernel of \(K\). As is well-known, this functional is not convex, and therefore we expect the thermodynamic limit problem to be much more difficult than in the reduced Hartree–Fock setting. In this latter case, we have used in a fundamental way the convexity of the energy functional through the use of the \(\sim\)-transform. Here, for the Hartree–Fock case, this is not possible any more. Let us at once say that this is the main reason why we are not able to prove a result on
the convergence of the Hartree–Fock energy per unit volume in the thermodynamic limit, and why we cannot establish the analogue of Theorem 2.2. Nevertheless, in this section, we shall (a) give some formal computations in order to justify our guess on the periodic Hartree–Fock problem (2.23)–(2.24)–(2.25) that should be obtained in the thermodynamic limit, (b) show that this periodic problem is well-posed mathematically (Theorem 2.3 in Subsection 5.1 below), and, finally, (c) check that the upper limit of the Hartree–Fock energy per unit volume may at least be compared from above by the HF periodic problem (Proposition 2.1 in Subsection 5.2).

Let us begin with some formal computations on the Hartree–Fock energy of a minimizer $K_{\Lambda}$ of $I^{HF}_{\Lambda}$ when $\Lambda$ goes to infinity.

We postulate that the sequence of operators $K_{\Lambda}$ converges to some self-adjoint operator $K$ that commutes with the translation of $\mathbb{Z}^3$, and that belongs to $\mathcal{K}$. By saying so, the main assumption we do is the following one: We postulate that the density $\rho_{\Lambda}(x,x)$ asymptotically behaves like a $Q$-periodic density $\rho(x,x)$. We emphasize this is an assumption, and that we only have the intuition that it is true. The lack of convexity of the Hartree–Fock model has prevented us so far to prove this postulate.

In view of the results we have obtained on the reduced Hartree–Fock model, it is then reasonable to believe that in the energy (2.5) of a minimizer $K_{\Lambda}$ of (2.3)–(2.4)–(2.5)

$$E^{HF}_{\Lambda}(K_{\Lambda}) = \text{Tr}((-\Delta - V_{\Lambda})K_{\Lambda}) + \frac{1}{2} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho_{\Lambda}(x,x)\rho_{\Lambda}(y,y)}{|x-y|} \, dx \, dy$$

the first three terms globally behave like $|\Lambda| (E^{RHF}_{\text{per}}(K) + M^2)$. Therefore, it remains to understand, at least formally, the behaviour of the so-called exchange term $-\frac{1}{2} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho_{\Lambda}(x,y)^2}{|x-y|} \, dx \, dy$. For this purpose, let us replace the density matrix $\rho_{\Lambda}(x,y)$ by a matrix of the form $\chi_{\Lambda}(x)\rho(x,y)\chi_{\Lambda}(y)$ mimicking the argument we have made above to determine the upper limit of the RHF model. The function $\chi_{\Lambda}$ is a cut-off function, which has all the good properties the reader may think of, and which are recalled in the proof of Proposition 2.1 below. Then, we establish, still in the course of Proposition 2.1 in Subsection 5.2 below, that

$$\lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho_{\Lambda}(x,y)^2}{|x-y|} \, dx \, dy = \iint_{Q \times \mathbb{R}^3} \frac{\rho(x,y)^2}{|x-y|} \, dx \, dy.$$

Moreover, the quantity which appears in the right-hand side of the above equality makes sense thanks to the following

**Lemma 5.1.** For any $K$ in $\mathcal{K}$, we have

$$\int_{Q} \int_{\mathbb{R}^3} \frac{\rho(x,y)^2}{|x-y|} \, dy < +\infty,$$

and
\[
\int_Q dx \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x-y|} dy = \int \int \int_{(Q^*)^2 \times Q^2} \rho(\xi, x, y) W_\infty(\xi - \xi', x-y) \rho^*(\xi', x, y) \, d\xi \, d\xi' \, dx \, dy \, d\xi 
\]

where the potential \(W_\infty\) is given by (2.25) in Section 2; that is
\[
W_\infty(\eta, z) = \sum_{k \in \mathbb{Z}^3} e^{ik \cdot \eta} |z + k|.
\]

The proof of this lemma is given below.

The above argument justifies, at least formally, the introduction of the periodic problem (2.23)–(2.24)–(2.25), that we recall now:
\[
I_{HF}^{HF} = \inf \{ E_{HF}^{HF}(K); K \in \mathcal{K} \},
\]
\[
E_{HF}^{HF}(K) = \int_\mathcal{Q} \text{Tr}_{L^2_\xi(Q)} \left[ -\Delta_\xi K_\xi \right] \frac{d\xi}{(2\pi)^3} - \int_\mathcal{Q} G\rho + \frac{1}{2} D_G(\rho, \rho) - \frac{1}{2} E_{exc}(K),
\]
where we denote by \(E_{exc}(K)\) any of the two equivalent formulations (5.1a) and (5.1b) of the periodic exchange term. Before proving in the forthcoming subsection that the HF periodic problem is well-posed, we now give the proof of Lemma 5.1.

**Proof of Lemma 5.1.** – We split the exchange term into two terms in the following way
\[
\int_\mathcal{Q} dx \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x-y|} dy = \int_\mathcal{Q} dx \int_{|x-y| \leq 1} \frac{|\rho(x, y)|^2}{|x-y|} dy + \int_\mathcal{Q} dx \int_{|x-y| > 1} \frac{|\rho(x, y)|^2}{|x-y|} dy.
\]

For the second term, we clearly have
\[
\int_\mathcal{Q} dx \int_{|x-y| > 1} \frac{|\rho(x, y)|^2}{|x-y|} dy \leq \int_\mathbb{R}^3 dx \int |\rho(x, y)|^2 dy < +\infty.
\]

Now, let us concentrate on the first term. Since we may prove like in (4.46) that \(|\rho(x, y)|^2 \leq \rho(x; x) \rho(y; y)\), almost everywhere on \(\mathbb{R}^3 \times \mathbb{R}^3\), we may write
\[
\int_\mathcal{Q} dx \int_{|x-y| \leq 1} \frac{|\rho(x, y)|^2}{|x-y|} dy \leq \int_\mathcal{Q} dx \int_{|x-y| \leq 1} \frac{\rho(x; x) \rho(y; y)}{|x-y|} dy \leq \int_{(Q + B_1) \times (Q + B_1)} \rho(x; x) \rho(y; y) \, dx \, dy,
\]
\[
\leq C \| \rho \|_{L^6(\mathbb{R}^3)} \| \rho \|_{L^6(\mathbb{R}^3)} < +\infty,
\]
where
\[
\| \rho \|_{L^6(\mathbb{R}^3)} = \| \rho \|_{L^6(\mathbb{R}^3)}.
\]
since $\rho$ lies in $H^1_{\text{unif}}(\mathbb{R}^3)$. We now check the equivalence of the two formulations (5.1a) and (5.1b), which follows from the following string of equalities:

$$
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\rho(x, y)|^2 \frac{1}{|x - y|} \, dx \, dy
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \rho(\xi, x, y) \rho^*(\xi', x, y) \frac{d\xi \, d\xi'}{(2\pi)^6}
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \sum_{k \in \mathbb{Z}^3} \frac{1}{|x - y - k|} \rho(\xi, x, y + k) \rho^*(\xi', x, y + k) \, dx \, dy \frac{d\xi \, d\xi'}{(2\pi)^6}
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \rho(\xi, x, y) \rho^*(\xi', x, y) \sum_{k \in \mathbb{Z}^3} e^{-i(\xi - \xi') \cdot k} \frac{d\xi \, d\xi'}{(2\pi)^6}
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \rho(\xi, x, y) W^\infty(\xi - \xi', x - y) \rho^*(\xi', x, y) \, dx \, dy \frac{d\xi \, d\xi'}{(2\pi)^6},
$$

where we have used the properties of periodicity of the functions $\rho(\xi, x, y)$ with respect to $y$, and the definition (2.25) of $W^\infty$.

The proof of Lemma 5.1 is complete. $\square$

This section is organized as follows. We first prove in Subsection 5.1 that the periodic HF problem is well-posed. Next, in Subsection 5.2, we check that we may compare from above the Hartree–Fock energy per unit volume with this periodic problem, by using a minimizer of $I_{\text{HF}}^\text{per}$.

5.1. The periodic HF problem

This section is devoted to the proof of Theorem 2.3, that we recall here for the convenience of the reader.

**Theorem 2.3 (Well-posedness of the HF periodic problem).** – *The minimization problem defined by (2.23) and (2.24) (respectively by (2.26) and (2.27)) admits a minimum.*

We shall provide two different proofs of this claim. The first one makes use of regularity properties of the potential $W(\eta, z)$ given by (2.25), and which appears when one writes the exchange terms according to the Bloch waves decomposition. The second one, which is also the shortest one, is based upon the formulation (5.1a) of the exchange term.

**First proof of Theorem 2.3.** – In order to check that the minimization problem (2.23)–(2.24)–(2.25) is well-posed, we now prove that, given an arbitrary sequence of operators $K_n (\in \mathcal{K})$ such that $E_{\text{HF}}^\text{per}(K_n)$ goes to $I_{\text{HF}}^\text{per}$, as $n$ goes to infinity, this sequence converges, up to an extraction of a subsequence, to some operator $K (\in \mathcal{K})$ that satisfies $E_{\text{HF}}^\text{per}(K) = I_{\text{HF}}^\text{per}$. For this purpose, we shall heavily rely upon the proof of Theorem 2.1. But, first
of all, we begin our proof with a careful study of the properties of regularity of the interaction potential \( W_\infty \) and consequently of the properties of the exchange term.

**Step 1. Decomposition of the exchange potential.**

We first remark that the function \( e^{i\eta \cdot x}W_\infty(\eta, x) \) is \( Q \)-periodic with respect to \( x \) when \( \eta \) is fixed. Indeed, \( j \in \mathbb{Z}^3 \) being fixed, we have

\[
e^{i\eta \cdot (x + j)}W_\infty(\eta, x + j) = e^{i\eta \cdot x} \sum_{k \in \mathbb{Z}^3} \frac{e^{ik \cdot \eta}}{|x + j + k|} = e^{i\eta \cdot x} \sum_{m \in \mathbb{Z}^3} \frac{e^{im \cdot \eta}}{|x + m|} = e^{i\eta \cdot x}W_\infty(\eta, x),
\]

for almost all \((\eta, x) \in Q^* \times Q\). We may therefore decompose \( e^{i\eta \cdot x}W_\infty(\eta, x) \) into its Fourier series:

\[
e^{i\eta \cdot x}W_\infty(\eta, x) = \sum_{m \in \mathbb{Z}^3} a_m(\eta) e^{2\pi im \cdot x},
\]

with coefficients \( a_m(\eta) \) given by

\[
a_m(\eta) = \int_Q e^{i\eta \cdot x}W_\infty(\eta, x) e^{-2\pi im \cdot x} \, dx
\]

\[
= \int_Q e^{i(\eta - 2\pi m) \cdot x} \sum_{k \in \mathbb{Z}^3} \frac{e^{ik \cdot \eta}}{|x + k|} \, dx
\]

\[
= \sum_{k \in \mathbb{Z}^3} \int_Q e^{i(\eta - 2\pi m) \cdot (x + k)} \frac{1}{|x + k|} \, dx
\]

\[
= \int_{\mathbb{R}^3} e^{i(\eta - 2\pi m) \cdot y} \frac{1}{|y|} \, dy = \frac{4\pi}{|\eta - 2\pi m|^2},
\]

for almost all \( \eta \in Q^* \). Hence, we have

\[
W_\infty(\eta, x) = 4\pi e^{-i\eta \cdot x} \sum_{m \in \mathbb{Z}^3} \frac{e^{2\pi im \cdot x}}{|\eta - 2\pi m|^2}.
\]

It is easily deduced from this expression that, with \( x \) being fixed in \( Q \), the function defined by \( W_\infty(\eta, x) - 4\pi e^{-i\eta \cdot x} \) is continuous with respect to \( \eta \in Q^* \), and even to \( \eta \in (1 + \varepsilon)Q \) (\( \varepsilon > 0 \), small enough), and satisfies

\[
\lim_{\eta \to 0} \left( W_\infty(\eta, x) - 4\pi e^{-i\eta \cdot x} \right) = \sum_{m \in \mathbb{Z}^3 \setminus \{0\}} \frac{e^{2\pi im \cdot x}}{\pi |m|^2} = G(x).
\]
Since we have isolated the singularity in $\eta$, let us now examine the singularity in $x$. Let us then consider

$$f(\eta, x) = W_\infty(\eta, x) - e^{-i\eta \cdot x} G(x) - 4\pi \frac{e^{-i\eta \cdot x}}{|\eta|^2}. \quad (5.3)$$

We now check that $f(\eta, x)$ is in $L^\infty(Q^* \times Q)$, and even in $L^\infty((1 + \varepsilon)Q^* \times (1 + \varepsilon)Q)$. From (5.2) and the Fourier series expansion of $G$, we obtain

$$f(\eta, x) = 4\pi e^{-i\eta \cdot x} \sum_{m \in \mathbb{Z}^3 \setminus \{0\}} e^{2i\pi m \cdot x} \left( \frac{1}{|\eta - 2\pi m|^2} - \frac{1}{|2\pi m|^2} \right). \quad (5.4)$$

It is obvious from the last equality that, at fixed $\eta$, $e^{i\eta \cdot x} f(\eta, x)$ is $Q$-periodic with respect to $x$, and that

$$\|f(\eta, \cdot)\|_{L^2(Q)}^2 \leq C \sum_{m \in \mathbb{Z}^3 \setminus \{0\}} \frac{1 + |m|^2}{|\eta - 2\pi m|^2 |2\pi m|^4},$$

for some positive constant which is independent of $\eta \in (1 + \varepsilon)Q^*$; in other words, for any $\varepsilon > 0$ small enough,

$$\|f(\eta, \cdot)\|_{L^2(Q)}^2 \in L^\infty((1 + \varepsilon)Q^*). \quad (5.5)$$

With $\eta$ being still fixed in $(1 + \varepsilon)Q^*$, it is clear from (5.3) that

$$-\Delta_x f(\eta, x) = 4\pi \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} (e^{-ik \cdot \eta} - 1) \delta_k(x),$$

and thus $f(\eta, x)$ is harmonic in $(1 + \varepsilon)Q$. With the help of the mean-value property, we finally obtain for every $x$ in $Q$,

$$|f(\eta, x)| \leq \int_{x + \varepsilon Q} |f(\eta, y)| \, dy \leq C \|f(\eta, \cdot)\|_{L^2(Q)}^1,$$

and we conclude since the right-hand side in the above inequality lies in $L^\infty(Q^*)$ thanks to (5.5).

Next, we remark that the exchange term involves the function $W_\infty(\xi - \xi', x - y)$ with $\xi$ and $\xi'$ varying in $Q^*$, and $x$ and $y$ varying in $Q$. Therefore, we need some information on $W_\infty(\eta, x)$ on $2Q^* \times 2Q = [-2\pi, +2\pi]^3 \times [-1, +1]^3$. In a straightforward way, for almost all $\eta \in [-2\pi, +2\pi]^3$, $x \in [-1, +1]^3$, we obtain from (5.3) the decomposition

$$W_\infty(\eta, x) = \tilde{W}_\infty(\eta, x) - \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \frac{1}{|x + k|}.$$
\[ -4\pi e^{-i\eta \cdot x} \sum_{m \in \mathbb{Z}, |m| \leq 1} \frac{e^{2\pi m \cdot x}}{|\eta - 2\pi m|^2}, \quad (5.6) \]

with \(|x|_{\infty} = \max(|x_1|, |x_2|, |x_3|)\), and where \(W_\infty(\eta, x)\) belongs to \(L^\infty(2Q^* \times 2Q)\), owing in particular to the fact that \(G(x) - \sum_{k \in \mathbb{Z}, |k| \leq 1} \frac{1}{|x+k|} \) is bounded in \(2Q^* \times 2Q\).

**Step 2. – A priori estimates.**

Using the decomposition (5.6), let us now show that the *a priori* estimates that have been established in Step 1 of the proof of Theorem 2.1 also hold true here.

Since some estimates only depend on the constraints and not on the energy functional, it is easy to see that the following bounds of the RHF setting are also valid here:

\[
\begin{align*}
\rho_n(\xi, x, y) & \text{ is bounded in } L^2(Q^* \times Q \times Q), \\
\rho_n(x, y) & \text{ is bounded in } L^2(Q \times \mathbb{R}^3), \\
\rho_n(x, x) & \text{ is bounded in } L^1(Q).
\end{align*}
\]

(5.7)

Next, we are going to estimate the exchange term by splitting it into three terms according to the decomposition (5.6). First, we have

\[
\left| \int \int \int \int_{Q^2 \times (Q^*)^2} \rho_n(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) \, d\xi d\xi' d\xi d\xi' \right| \\
\leq \|W_\infty\|_{L^\infty} \int \int \int \int_{Q^2 \times (Q^*)^2} |\rho_n(\xi, x, y)| |\rho_n^*(\xi', x, y)| \, d\xi d\xi' d\xi d\xi' \\
\leq \|W_\infty\|_{L^\infty} |Q^*| \int \int |\rho_n(\xi, x, y)|^2 \, d\xi d\xi' \leq C, \quad (5.8)
\]

by the Cauchy–Schwarz inequality and (5.7), where \(C\) denotes here and below various positive constants that are independent of \(n\).

Next, we treat for instance the term:

\[
\left| \int \int \int \int_{Q^2 \times (Q^*)^2} \rho_n(\xi, x, y) \frac{1}{|x - y|} \rho_n^*(\xi', x, y) \, d\xi d\xi' d\xi d\xi' \right| \\
= \int \int \frac{\rho_n(x, y)|^2}{|x - y|} \, d\xi dx \leq \int \int \rho_n(x, x) \rho_n(y, y) \, d\xi dx, \quad (5.9)
\]

since we recall that, by the discrete and next the continuous Cauchy–Schwarz inequality, we have

\[
|\rho_n(x, y)| = \left| \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) u_n(\xi, x) u_n^*(\xi, y) \frac{d\xi}{(2\pi)^3} \right| \\
\leq \int_{Q^*} \left( \sum_{n \geq 1} \lambda_n(\xi) |u_n(\xi, x)|^2 \right)^{1/2} \left( \sum_{n \geq 1} \lambda_n(\xi) |u_n(\xi, y)|^2 \right)^{1/2} \frac{d\xi}{(2\pi)^3}.
\]
\[
\leq \left( \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) |u_n(\xi, x)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2} \left( \int_{Q^*} \sum_{n \geq 1} \lambda_n(\xi) |u_n(\xi, y)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2}
\]
\[
\leq \sqrt{\rho_n(x, x)} \sqrt{\rho_n(y, y)}.
\]

Thus, we have in (5.9)
\[
\left| \int_{Q^2 \times (Q^*)^2} \rho_n(\xi, x, y) \frac{1}{|x - y|} \rho_n^*(\xi', x, y) \, dx \, dy \right| \leq \int_{Q} \rho_n(x, x) \left( \rho_n(\cdot) \chi_{Q} \ast \frac{1}{|x|} \right) \, dx
\]
\[
\leq C \left\| \frac{1}{|x|} \right\|_{L^{1,\infty}} \| \rho_n(x, x) \|_{L^{6/5}(Q)}^{2/3} \| \rho_n(x, x) \|_{L^{1}(Q)}^{1/2}
\]
\[
\leq C \left\| \frac{1}{|x|} \right\|_{L^{1,\infty}} \| \rho_n(x, x) \|_{L^{1}(Q)}^{1/2} \left( 1 + \| \nabla \sqrt{\rho_n(x, x)} \|_{L^{1}(Q)} \right)^{1/2}.
\]

(5.10)

Finally, we treat the contribution of the third term in (5.6), namely
\[
\left| \int_{Q^2 \times (Q^*)^2} \rho_n(\xi, x, y) \frac{e^{-i(\xi - \xi')(x - y)}}{|\xi - \xi'|^2} \rho_n^*(\xi', x, y) \, dx \, dy \right| \leq C \left\| \frac{1}{|\xi|} \right\|_{L^{1,\infty}} \left\| \rho_n(\cdot, x, y) \ast Q^* \frac{1}{|\xi|^2} \right\|_{L^{1}(Q^*)} \| \rho_n(\cdot, x, y) \|_{L^{1}(Q^*)}
\]
\[
\leq C \left\| \rho_n(\cdot, x, y) \ast Q^* \frac{1}{|\xi|^2} \right\|_{L^{1}(Q^*)} \| \rho_n(\cdot, x, y) \|_{L^{2}(Q^*)}.
\]

Therefore,
\begin{align}
&\left| \int_{Q^2} \int_{Q^2} \rho_n(\xi, x, y) e^{-i(\xi - \xi') \cdot (x - y)} \frac{d\xi d\xi'}{(2\pi)^6} \right|
&\leq \left\| \frac{1}{|\xi|^2} \right\|_{L^1(Q^*)} \left\| \int_{Q} \rho_n(\cdot, x, y) \right\|^2_{L^2(Q^*)} dx d' y \\
&= \left\| \frac{1}{|\xi|^2} \right\|_{L^1(Q^*)} \left\| \rho_n(\xi, x, y) \right\|^2_{L^2(Q^* \times Q^*)} \leq C, \\
&\text{(5.11)}
\end{align}

in view of (5.7). We now collect (5.8), (5.10), and (5.11), and estimate the exchange term as follows

\begin{align}
&\left| \int_{Q^2} \int_{Q^2} \rho_n(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) \frac{d\xi d\xi'}{(2\pi)^6} dx d' y \right|
&\leq C + C \left\| \nabla \sqrt{\rho_n(x,x)} \right\|_{L^2(Q)}.
&\text{(5.12)}
\end{align}

It now remains to copy the proof of Theorem 2.1: The kinetic energy term is bounded from below by \( \left\| \nabla \sqrt{\rho_n(x,x)} \right\|^2_{L^2(Q)} \), and therefore the fact that the energy of the minimizing sequence converges to the infimum implies that \( \left\| \nabla \sqrt{\rho_n(x,x)} \right\|_{L^2(Q)} \) is bounded. Consequently, all the bounds shown in the RHF setting still hold here:

\begin{align}
\sqrt{\rho_n(x,x)} \text{ is bounded in } H^1(Q), \text{ thus in } L^p(Q), \quad 1 \leq p \leq 6, \\
\rho_n(x, y) \text{ is bounded in } L^p(Q \times Q), \quad 1 \leq p \leq 6, \\
\sqrt{\rho_n(\xi, x, x)} \text{ is bounded in } L^2(Q^*; H^1(Q)), \\
\rho_n(\xi, x, x) \text{ is bounded in } L^{5/3}(Q^* \times Q),
&\text{(5.13)}
\end{align}

and each of the four terms of the energy (2.24) is bounded independently of \( n \). As a consequence of (5.13), we show the following bound that will be useful in Step 3:

\begin{align}
\rho_n(x, y) \text{ is bounded in } H^1(Q \times Q).
&\text{(5.14)}
\end{align}

Indeed, we have

\begin{align}
\left| \nabla_x \rho_n(x, y) \right| &= \left| \int_{Q^*} \sum_{m \geq 1} \lambda_m(\xi) \nabla_x u_m(\xi, x) u_m^*(\xi, y) \frac{d\xi}{(2\pi)^3} \right|
&\leq \left( \int_{Q^*} \left| \sum_{m \geq 1} \lambda_m(\xi) \nabla_x u_m(\xi, x) \right|^2 \right)^{1/2} \left( \sum_{m \geq 1} \lambda_m(\xi) |u_m(\xi, y)|^2 \right)^{1/2} \frac{d\xi}{(2\pi)^3}
&\leq \left( \int_{Q^*} \sum_{m \geq 1} \lambda_m(\xi) |\nabla_x u_m(\xi, x)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2}
&\times \left( \int_{Q^*} \sum_{m \geq 1} \lambda_m(\xi) |u_m(\xi, y)|^2 \frac{d\xi}{(2\pi)^3} \right)^{1/2}.
\end{align}

Hence,
\[ \int_{Q \times Q} |\nabla_x \rho_n(x, y)|^2 \, dx \, dy \leq \int_{Q \times Q^*} \sum_{m \geq 1} \lambda_m(\xi) |\nabla_x u_m(\xi, x)|^2 \, dy \, d\xi + \int_{Q^*} \sum_{m \geq 1} \lambda_m(\xi) |u_m(\xi, y)|^2 \, dy \, d\xi \] 
\[ \leq \int_{Q \times Q^*} \sum_{m \geq 1} \lambda_m(\xi) |u_m(\xi, x)|^2 \, d\xi \, dy \, d\xi \] 
\[ = \int_{Q^*} \text{Tr}_{L^2(Q)}[-\Delta_\xi K_\xi] \frac{d\xi}{(2\pi)^3} \|\rho_n(x, x)\|_{L^1(Q)} \leq C. \]

This yields (5.14).

**Step 3. – Convergence of the exchange term.**

In view of the bounds (5.7), (5.13), (5.14), we may choose a subsequence of $K_n$, still denoted by $K_n$, such that the following convergences hold:

\[
\begin{align*}
\rho_n(\xi, x, y) & \text{ converges weakly in } L^2(Q^* \times Q \times Q), \\
\rho_n(\xi, x, x) & \text{ converges weakly in } L^{5/3}(Q^* \times Q), \\
\rho_n(x, y) & \text{ converges strongly in } L^p(Q \times Q), \quad 1 \leq p < 6.
\end{align*}
\]

The last convergence holds, because by Rellich’s theorem, (5.14) implies that $\rho_n(x, y)$ strongly converges (up to the extraction of a subsequence) in $L^p(Q^2)$ for all $1 \leq p < 3$. But, since we have in addition the second bound of (5.7), the interpolation inequality yields the strong convergence in $L^p(Q^2)$ for all $1 \leq p < 6$. Let us denote by $K = \int_{Q^*} K_\xi \, \frac{d\xi}{(2\pi)^3}$ the operator that is the limit of $K_n$ in the sense of the operators weak topology, and in the sense of (4.50) – the latter being equivalent to the first convergence of (5.15). Let $\rho(\xi, x, y)$ denotes the kernel of the associated $K_\xi$: It is indeed clear that $K \in \mathcal{K}$ for the same reasons as those indicated in the proof of Theorem 2.1. In particular, $K$ still satisfies the constraint of charge 1. Likewise, we have

\[
\liminf_{n \to +\infty} \int_{Q^*} \text{Tr}_{L^2(Q)}[-\Delta_\xi K^n_\xi] \frac{d\xi}{(2\pi)^3} \geq \int_{Q^*} \text{Tr}_{L^2(Q)}[-\Delta_\xi K_\xi] \frac{d\xi}{(2\pi)^3},
\]

and the electrostatic terms converge as they do in the RHF setting. Concluding the proof of Theorem 2.3 therefore amounts to proving that we may pass to the limit in the exchange term, or in other words that

\[
\lim_{n \to +\infty} \int_{Q^2 \times (Q^*)^2} \rho_n(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) \, d\xi \, d\xi' \, dx \, dy = \int_{Q^2 \times (Q^*)^2} \rho(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho^*(\xi', x, y) \, d\xi \, d\xi' \, dx \, dy.
\]

In order to prove (5.16), we again decompose the interaction potential $W_\infty(\cdot, \cdot)$ accordingly to (5.6). We treat each of the three categories of terms separately, proving the analogue of (5.16) for each of them. The assertion (5.16) will then follow by addition.

We begin with proving...
\[
\lim_{n \to +\infty} \int\int\rho_n(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) d\xi' d\xi' dx dy \\
= \int\int\rho(\xi, x, y) W_\infty(\xi - \xi', x - y) \rho^*(\xi', x, y) d\xi' d\xi' dx dy.
\]

Clearly, it suffices to prove
\[
\lim_{n \to +\infty} \int\int\int \left[ \rho_n(\xi, x, y) - \rho(\xi, x, y) \right] W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) d\xi' d\xi' dx dy = 0. \tag{5.17}
\]

For this purpose, we observe that
\[
\left| \int\int\int \left[ \rho_n(\xi, x, y) - \rho(\xi, x, y) \right] W_\infty(\xi - \xi', x - y) \rho_n^*(\xi', x, y) d\xi' d\xi' dx dy \right| \\
\leq \int\int \left| \rho_n(\xi, x, y) \frac{d\xi}{(2\pi)^3} - \int\rho(\xi, x, y) \frac{d\xi}{(2\pi)^3} \right| W_\infty(\xi - \xi', x - y) | | \\
\times \left| \int\rho_n^*(\xi', x, y) \frac{d\xi'}{(2\pi)^3} \right| dx dy \\
\leq \| W_\infty \|_{L^\infty} \int\int \left| \rho_n(x, y) - \rho(x, y) \right| | \rho_n(x, y) | dx dy \\
\leq \| W_\infty \|_{L^\infty} \| \rho_n(x, y) - \rho(x, y) \|_{L^2(Q^2)} \| \rho_n(x, y) \|_{L^2(Q^2)},
\]

and (5.17) follows from the strong convergence of \( \rho_n(x, y) \) to \( \rho(x, y) \) in \( L^2(Q^2) \).

For the second term, we remark that
\[
\left| \int\int\int \left[ |\rho_n(x, y)|^2 - |\rho(x, y)|^2 \right] \frac{1}{|x - y|} dx dy \right| \\
\leq C \left| \frac{1}{|x - y|} \right|_{L^2(Q^2)} \| \rho_n(x, y) \|_{L^2(Q^2)^2}^2 - |\rho(x, y)|^2 \|_{L^2(Q^2)^2},
\]

where the right-hand side converges to zero because \( \rho_n(x, y) \) converges to \( \rho(x, y) \), strongly in \( L^4(Q^2) \), thus \( |\rho_n(x, y)|^2 \) converges to \( |\rho(x, y)|^2 \), strongly in \( L^2(Q^2) \).

It now remains to treat the third term of (5.6), namely, for instance, to prove
\[
\lim_{n \to +\infty} \int\int\int \rho_n(\xi, x, y) \rho_n^*(\xi', x, y) e^{-i(\xi - \xi')(x-y)} |\xi - \xi'|^2 d\xi' d\xi' dx dy \\
= \int\int\int \rho(\xi, x, y) \rho^*(\xi', x, y) e^{-i(\xi - \xi')(x-y)} |\xi - \xi'|^2 d\xi' d\xi' dx dy.
\]
We introduce the function
\[
F_n(\xi, x, y) = \int_{Q^*} \rho_n^*(\xi', x, y) \frac{e^{-i(\xi' - \xi)(x - y)}}{|\xi' - \xi|^2} \frac{d\xi'}{(2\pi)^3},
\] (5.18)
and the analogous function \(F\) when \(\rho_n\) is replaced by \(\rho\). What we have to prove is that
\[
\lim_{n \to +\infty} \iiint_{Q^* \times Q^*} [\rho_n(\xi, x, y) F_n(\xi, x, y)
- \rho(\xi, x, y) F(\xi, x, y)] d\xi \, dx \, dy = 0,
\] (5.19)
and for this purpose it suffices to show that \(\rho_n(\xi, x, y)\) converges weakly to \(\rho(\xi, x, y)\) in \(L^2(Q^* \times Q^*)\), which we already know from (5.15), and that \(F_n(\xi, x, y)\) converges strongly to \(F(\xi, x, y)\) in \(L^2(Q^* \times Q^*)\), which we now establish (up to the extraction of a subsequence).

Since \(\frac{\|\mathbf{e} - \mathbf{f}\|_{L^Q}}{\|\mathbf{e}\|_{L^Q}}\) belongs to \(L^\infty(Q \times Q; L^1(Q^*))\), and since \(\rho_n(\xi, x, y)\) is bounded in \(L^2(Q^* \times Q^*)\), we easily deduce from Young’s inequality that
\[
F_n(\xi, x, y) \text{ is bounded in } L^2(Q^* \times Q \times Q).
\]
Likewise, the generalized Young inequality for the Marcinkiewicz spaces (or weak \(L^p\) spaces) implies
\[
F_n(\xi, x, y) \text{ is bounded in } L^6(Q^* \times Q \times Q),
\] (5.20)
using this time that \(\frac{e^{-i(\xi' - \xi)(x - y)}}{|\xi|^2}\) belongs to \(L^{3/2, \infty}(Q^*)\).

Let us now prove that \(F_n(\xi, x, y)\) is bounded in \(W^{1/2, 1}(Q^* \times Q^*)\). This will imply by the Sobolev embeddings theorem that \(F_n(\xi, x, y)\) is relatively compact in \(L^p(Q^* \times Q^*)\), for all \(1 \leq p < 19/18\). In view of (5.20), Hölder’s inequality yields the compactness in all \(L^p(Q^* \times Q^*)\), for all \(1 \leq p < 6\), and thus in particular the desired \(L^2(Q^* \times Q^*)\) compactness. To prove that \(F_n(\xi, x, y)\) is bounded in \(W^{1/2, 1}(Q^* \times Q^*)\), we prove that \(\partial_\xi F_n(\xi, x, y)\) is bounded both in \(L^1(Q^2; W^{1/2, 1}(Q^*))\) and in \(L^1(Q^*; W^{1/2, 1}(Q^2))\). The second bound is an immediate consequence of the fact that \(\rho_n(\xi, x, y)\) is bounded in \(L^2(Q^*; H^1(Q^2))\). The latter fact holds because both \(\rho_n(\xi, x, y)\) and \(\nabla_\xi \rho_n(\xi, x, y)\) are bounded in \(L^2(Q^* \times Q^2; \frac{e^{-i(\xi' - \xi)(x - y)}}{|\xi|^2}) \subset L^\infty(Q^2; L^1(Q^*))\), and
\[
\nabla_\xi F_n(\xi, x, y) = \nabla_\xi \rho_n^*(\xi, x, y) \ast Q^* \frac{e^{-i(\xi' - \xi)(x - y)}}{|\xi|^2} + \rho_n^*(\xi, x, y) \ast Q^* \frac{\nabla_\xi e^{-i(\xi' - \xi)(x - y)}}{|\xi|^2}.
\]
In order to show that \(F_n(\xi, x, y)\) is bounded in \(L^1(Q^2; W^{1/2, 1}(Q^*))\), we remark first that \(\frac{1}{|\xi|} \in L^\infty(Q^2, W^{1/2, 1}(Q^*))\), thus
\[
\|F_n(\xi, x, y)\|_{W^{1/2, 1}(Q^*)} = \|\rho_n(\xi, x, y) \ast Q^* \frac{e^{-i(\xi' - \xi)(x - y)}}{|\xi|^2}\|_{W^{1/2, 1}(Q^*)}
\leq \|\rho_n(\xi, x, y)\|_{L^1(Q^*)} \frac{1}{|\xi|^2} \|1\|_{W^{1/2, 1}(Q^*)}
\]
On the one hand, we obtain

$$\|F_{n}(\xi, x, y)\|_{L^{1}(Q^{2}; W^{1/2,1}(Q^{*}))} \leq \|\rho_{n}(\xi, x, y)\|_{L^{1}(Q^{*} \times Q^{2})} \frac{1}{\|\xi\|_{2}^{2}} \|F_{n}(\xi, x, y)\|_{W^{1/2,1}(Q^{*})}.$$ 

This concludes the first proof of (5.16), and thus the proof of Theorem 2.3. □

Second proof of Theorem 2.3. – We may observe that we can modify the argument which is used in Step 3 above by proving the following.

Lemma 5.2. – For any minimizing sequence $K_{n} \in \mathcal{K}$ of $I_{\text{per}}^{\text{HF}}$, we have

$$\lim_{n \to +\infty} \int_{Q} dx \int_{R^{3}} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy = \int_{Q} dx \int_{R^{3}} \frac{|\rho(x, y)|^{2}}{|x - y|} dy. \quad (5.21)$$

Proof. – The proof of the above Lemma 5.1 yields in particular that the exchange term

$$\int_{Q} dx \int_{R^{3}} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy$$

is bounded independently of $n$, with the help of (5.13). Moreover, in view of (5.15), $|\rho_{n}(x, y)|^{2}$ converges to $|\rho(x, y)|^{2}$ almost everywhere on $R^{3} \times R^{3}$. Then, by Fatou’s lemma, we deduce that

$$\liminf_{n \to +\infty} \int_{Q} dx \int_{R^{3}} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy \geq \int_{Q} dx \int_{R^{3}} \frac{|\rho(x, y)|^{2}}{|x - y|} dy.$$

In order to prove the reverse inequality for the upper limit, we argue as follows. Let $R > 0$ be fixed, we may write

$$\int_{Q} dx \int_{R^{3}} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy = \int_{Q} dx \int_{|x - y| \leq R} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy + \int_{Q} dx \int_{|x - y| \geq R} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy.$$

On the one hand, we obtain

$$\int_{Q} dx \int_{|x - y| \geq R} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy \leq \frac{1}{R} \int_{Q} dx \int_{R^{3}} |\rho_{n}(x, y)|^{2} dy = \frac{1}{R} \|\rho_{n}(\xi; x, y)\|_{L^{1}(Q; \chi \times Q)} \leq \frac{C}{R}, \quad (5.22)$$

for some positive constant $C$ that is independent of $n$, and because of the bound (5.13) on $\rho_{n}$.

On the other hand, we know from (5.15), that $\rho_{n}(x, y)$ converges to $\rho(x, y)$ strongly in $L^{2}_{\text{loc}}(R^{3} \times R^{3})$. Thus, $|\rho_{n}(x, y)|^{2}$ converges to $|\rho(x, y)|^{2}$ strongly in $L^{2}_{\text{loc}}(R^{3} \times R^{3})$. Since $\frac{1}{|x - y|} \chi_{|x - y| \leq R}(x, y)$ belongs to $L^{2}_{\text{loc}}(R^{3} \times R^{3})$, we clearly obtain, for any fixed $R > 0$,

$$\lim_{n \to +\infty} \int_{Q} dx \int_{|x - y| \leq R} \frac{|\rho_{n}(x, y)|^{2}}{|x - y|} dy = \int_{Q} dx \int_{|x - y| \leq R} \frac{|\rho(x, y)|^{2}}{|x - y|} dy. \quad (5.23)$$
Collecting (5.22) and (5.23), and letting \( n \), and then \( R \), go to infinity, we finally obtain
\[
\limsup_{n \to +\infty} \int_{Q} dx \int_{\mathbb{R}^3} \frac{|\rho_n(x, y)|^2}{|x - y|} dy \leq \int_{Q} dx \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x - y|} dy.
\]

The proof is now complete. \( \square \)

We shall now write down the system of Euler–Lagrange equations satisfied by any minimizer \( K \) of \( I_{HF}^{\text{per}} \). These equations look very much the usual Hartree–Fock equations in Molecular Chemistry, and are likely to be the analogues in the periodic setting of the well-known Hartree–Fock equations. The form of these equations is very similar to the one we have derived for the periodic RHF model, namely (4.57)–(4.59), except for an extra term which comes from the exchange term. Arguing by analogy with the periodic RHF model, we obtain the following system of Euler–Lagrange equations, for almost every \( \xi \) in \( Q^* \), and for every \( n \geq 1 \),
\[
\begin{cases}
-\Delta u_n(\xi, \cdot) - G u_n(\xi, \cdot) \\
+ \sum_{m \geq 1} \lambda_m(\xi) \left( \int_{Q} u_m(\xi, y)^2 G(\cdot - y) dy \right) u_n(\xi, \cdot) \\
- \int_{Q} \rho(\xi'; x; y) W^{\infty}(\xi - \xi'; x - y) u_n(\xi, y) dy \frac{d\xi'}{(2\pi)^3} \\
= \sum_{m \geq 1} \epsilon_{nm}(\xi) u_m(\xi, \cdot), \quad \text{a.e. on } Q,
\end{cases}
\]
\[
\int_{Q} \left( |\nabla u_n(\xi, x)|^2 - G(x) |u_n(\xi, x)|^2 \right) dx \\
+ \sum_{m \geq 1} \lambda_m(\xi) D_G(|u_n(\xi, \cdot)|^2, |u_m(\xi, \cdot)|^2) \\
- \int_{Q^* \times Q^*} \rho(\xi'; x; y) W^{\infty}(\xi - \xi'; x - y) u_n^*(\xi, x) u_n(\xi, y) dx dy \frac{d\xi'}{(2\pi)^3} \\
= \mu^0_n(\xi) + \mu^1_n(\xi) + \pi,
\]

with \( \rho(\xi'; x; y) = \sum_{m \geq 1} \lambda_m(\xi') u_m(\xi', x) u_m^*(\xi', y) \), and where the Lagrange multipliers \( \pi, \mu^0_n(\xi), \mu^1_n(\xi), \epsilon_{nm}(\xi) \) are respectively associated to the set of constraints
\[
\begin{cases}
\int_{Q^*} \int_{n \geq 1} \frac{d\xi}{(2\pi)^3} = 1, \\
0 \leq \lambda_n(\xi) \leq 1, \text{ for all } n \geq 1, \text{ and for almost all } \xi \in Q^*, \\
\int_{Q} u_n(\xi, x) u_n^*(\xi, x) dx = \delta_{n,m}, \text{ for almost all } \xi \in Q^*.
\end{cases}
\]
Since, once more, \( E_{\text{HF}}(K) \) is independent of the choice of an eigenbasis for \( K_\xi \), we may assume without loss of generality that the matrix of \( \varepsilon_{nm}(\xi) \) is diagonal, for almost every \( \xi \) in \( Q^* \); under this assumption, the right-hand side term, \( \sum_{m \geq 1} \varepsilon_{nm}(\xi) u_m(\xi, \cdot) \), in the first equation of (5.24) becomes simply \( \varepsilon_n(\xi) u_n(\xi, \cdot) \). In addition, the Lagrange multipliers still satisfy the properties (4.58a), (4.58b), and (4.59), that we recall here for the convenience of the reader; namely, for all \( n \geq 1 \) and for almost every \( \xi \) in \( Q^* \),

\[
\mu_n^0(\xi) \begin{cases} 
= 0, & \text{if } \lambda_n(\xi) > 0, \\
\geq 0, & \text{if } \lambda_n(\xi) = 0,
\end{cases}
\]

\[
\mu_n^1(\xi) \begin{cases} 
= 0, & \text{if } \lambda_n(\xi) < 1, \\
\leq 0, & \text{if } \lambda_n(\xi) = 1,
\end{cases}
\]

and

\[
\begin{cases} 
\lambda_n(\xi) = 0 \implies \varepsilon_n(\xi) \geq \pi, \\
0 < \lambda_n(\xi) < 1 \implies \varepsilon_n(\xi) = \pi, \\
\lambda_n(\xi) = 1 \implies \varepsilon_n(\xi) \leq \pi.
\end{cases}
\]

Once we have established the existence of a minimizer for the periodic Hartree–Fock model, we are able to compare from above the Hartree–Fock energy per unit volume with this periodic problem.

5.2. Upper limit of the energy per unit volume

In this section, we prove the following.

**Proposition 2.1.** – We assume that the Van Hove sequence \( \Lambda \) satisfies (2.21). In addition, we assume that the unit cell \( Q \) is a cube, and that there exists a minimizer \( K \in \mathcal{K} \) of \( I_{\text{HF}} \) whose density \( \rho \) shares the symmetries of the unit cube. Then,

\[
\limsup_{\Lambda \to \infty} \frac{I_{\text{HF}}(\Lambda)}{|\Lambda|} \leq I_{\text{HF}} + \frac{M_2}{2},
\]

where \( I_{\text{HF}} \) is defined by (2.23)–(2.24).

**Remark 5.1.** –

1. The same result holds true in the smeared nuclei case, if we assume moreover that \( m \) shares the symmetries of the cube \( Q \), and define \( M \) according to (2.22).

2. In the HF setting, since we do not know whether \( \rho \) is unique, the assertion that \( \rho \) shares the symmetries of the cube needs to be assumed.

**Proof of Proposition 2.1.** – The beginning of the proof is the same as in the proof of Proposition 4.2 for the RHF problem. Let us denote by \( K \) a minimizer of the periodic HF problem such that the corresponding density \( \rho \) shares the symmetries of the unit cube. We set

\[
\partial A = \{ k \in A; d(k, \partial \Gamma(A)) \leq 2 \},
\]
\[ \Gamma(\partial \Lambda) = \bigcup_{k \in \partial \Lambda} k + Q, \]

\[ \overset{\circ}{\Lambda} = \Lambda \setminus \partial \Lambda, \]

and

\[ \Gamma(\overset{\circ}{\Lambda}) = \bigcup_{k \in \overset{\circ}{\Lambda}} k + Q = \Gamma(\Lambda) \setminus \Gamma(\partial \Lambda). \]

We build a cut-off function \( \chi_{\Lambda} \in \mathcal{D}(\mathbb{R}^3) \) satisfying the following properties: \( 0 \leq \chi_{\Lambda} \leq 1 \), \( \chi_{\Lambda} \equiv 1 \) on \( \Gamma(\overset{\circ}{\Lambda}) \), \( \chi_{\Lambda} \equiv 0 \) on \( \Gamma(\Lambda)^c \). In particular, we have

\[ \int_{\mathbb{R}^3} \chi_{\Lambda}^2(x) \rho(x, x) \, dx = |\Lambda| + o(|\Lambda|) \leq |\Lambda|. \quad (5.26) \]

We next consider the operator \( K_{\Lambda} \) on \( L^2(\mathbb{R}^3) \) whose kernel is

\[ \rho_{\Lambda}(x, y) = \chi_{\Lambda}(x) \rho(x, y) \chi_{\Lambda}(y). \]

Then, because of (5.26), and since \( I_{\Lambda}^{HF} \) is also obtained by minimizing \( E_{\Lambda}^{HF} \) when the trace constraint is relaxed, that is on the set of self-adjoint operators

\[ K'_{\Lambda} = \{ 0 \leq K \leq I, \text{Tr} K \leq |\Lambda|, \text{Tr}[(-\Delta - V_{\Lambda})K] < +\infty \}, \]

we have

\[ \frac{I_{\Lambda}^{HF}}{|\Lambda|} \leq \frac{1}{|\Lambda|} E_{\Lambda}^{HF}(K_{\Lambda}). \]

We show exactly as in the proof of Proposition 4.2 that

\[ \lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \left[ \text{Tr}_{L^2(\mathbb{R}^3)}[-\Delta K_{\Lambda}] - \int_{\mathbb{R}^3} V_{\Lambda} \rho_{\Lambda} + \frac{1}{2} D(\rho_{\Lambda}, \rho_{\Lambda}) + \frac{1}{2} U_{\Lambda} \right] \]

\[ = \int_{Q^*} \text{Tr}_{L^2(Q)}[-\Delta_{Q} K_{Q}] \frac{d\xi}{(2\pi)^3} - \int_{Q} G_{Q} \rho + \frac{1}{2} D_{G}(\rho, \rho) + \frac{M}{2}. \]

According to the definition (2.5) of the Hartree–Fock energy, to reach the conclusion, it now remains to compute the exchange term corresponding to \( K_{\Lambda} \), and to show that

\[ \lim_{\Lambda \to \infty} \frac{1}{|\Lambda|} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho_{\Lambda}(x, y)^2}{|x - y|} \, dx \, dy = \int_{Q} dx \int_{\mathbb{R}^3} \frac{\rho(x, y)^2}{|x - y|} \, dy. \]

It is easily seen that

\[ \frac{1}{|\Lambda|} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho_{\Lambda}(x, y)^2}{|x - y|} \, dx \, dy \]
\[
\begin{align*}
&= \frac{1}{|A|} \iint_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\chi_A(x)^2|\rho(x, y)|^2\chi_A(y)^2}{|x - y|} \, dx \, dy \\
&= \frac{1}{|A|} \iint_{\Gamma(\Lambda) \times \Gamma(\Lambda)} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy + \frac{2}{|A|} \iint_{\Gamma(\Lambda) \times \Gamma(\partial \Lambda)} \frac{\chi_A(x)^2|\rho(x, y)|^2}{|x - y|} \, dx \, dy \\
&\quad + \frac{1}{|A|} \iint_{\Gamma(\partial \Lambda) \times \Gamma(\partial \Lambda)} \frac{\chi_A(x)^2|\rho(x, y)|^2\chi_A(y)^2}{|x - y|} \, dx \, dy.
\end{align*}
\]

Let us first concentrate on the last two terms and show that they converge to 0 as \( \Lambda \) goes to infinity. Indeed, since \( 0 \leq \chi_A \leq 1 \), the sum of these two terms is \( a \text{ fortiori} \) less or equal to the following quantity

\[
Q_\Lambda = \frac{2}{|A|} \iint_{\mathbb{R}^3 \times \Gamma(\partial \Lambda)} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy,
\]

which makes sense since

\[
\int_Q \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x - y|} \, dy < +\infty.
\]

Besides, using the fact that \( \rho(x + k, y + k) = \rho(x, y) \), for every \( k \) in \( \mathbb{Z}^3 \), we have

\[
\begin{align*}
Q_\Lambda &= \frac{2}{|A|} \sum_{k \in \Lambda} \int_Q \int_{\mathbb{R}^3} \frac{|\rho(x + k, y)|^2}{|x + k - y|} \, dx \, dy \\
&= \frac{2}{|A|} \sum_{k \in \Lambda} \int_Q \int_{\mathbb{R}^3} \frac{|\rho(x, y - k)|^2}{|x - (y - k)|} \, dx \, dy \\
&= \frac{2 |\partial \Lambda|}{|A|} \int_Q \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy.
\end{align*}
\]

We conclude easily, since by definition of Van Hove sequences, \( |\partial \Lambda| = o(|\Lambda|) \), as \( \Lambda \) goes to infinity. Therefore, it remains to check that

\[
\frac{1}{|A|} \iint_{\Gamma(\Lambda) \times \Gamma(\Lambda)} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy = \int_Q \int_{\mathbb{R}^3} \frac{|\rho(x, y)|^2}{|x - y|} \, dy + o(1),
\]

since it is clear that, for the same reasons as above,

\[
\frac{1}{|A|} \iint_{\Gamma(\Lambda) \times \Gamma(\Lambda)} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy = \frac{1}{|A|} \iint_{\Gamma(\Lambda) \times \Gamma(\Lambda)} \frac{|\rho(x, y)|^2}{|x - y|} \, dx \, dy + o(1).
\]

We rewrite this sum in the following way
The conclusion is then easily reached by showing that the sequence of functions defined by $1/|A| \sum_{k,l \in A} \int \frac{\rho(x, y + l)}{|x|} \, dx dy = 1 \int \frac{\rho(x, y + l)}{|x - y|} \, dx dy$ converges to 1 in $L^\infty(\mathbb{R}^3)^{\ast\ast}$-weak, and almost everywhere on $\mathbb{R}^3$. To prove this claim, we could directly apply the technical lemma given in Chapter 2 of [11], but, since the proof is simple, we reproduce the argument here. On the one hand, we clearly have

$$0 \leq \frac{1}{|A|} \sum_{k,l \in A} \chi_{l-k+Q}(y) \leq \frac{1}{|A|} \sum_{k,l \in \mathbb{Z}^3} \chi_{l-k+Q}(y) \leq 1.$$ 

Therefore, the sequence is bounded in $L^\infty(\mathbb{R}^3)$. On the other hand, let $y$ be fixed in $\mathbb{R}^3$. Then, there exists $m \in \mathbb{Z}^3$ such that $y$ lies in $m + Q$, and for $A$ large enough $m$ lies in $A - \Lambda$, by definition of a Van Hove sequence. Hence, for such an $y$, we obtain

$$1 = \frac{1}{|A|} \sum_{k,l \in \mathbb{Z}^3} \chi_{l-k+Q}(y) = \frac{1}{|A|} \#\{k, l \in A; l - k = m\}$$

$$= \frac{1}{|A|} \#\{k \in A; k - m \in A\} = \frac{1}{|A|} \#(A \cap (A + m))$$

$$\geq \frac{1}{|A|} \#(A \setminus A^{[m+\frac{1}{2}]}) \geq 1 - \frac{|A^{[m+\frac{1}{2}]}|}{|A|},$$

where $A^{[m+\frac{1}{2}] = \{k \in A; d(k; \partial \Gamma(A)) \leq |m| + \frac{1}{2}\}$, and where the notation $\#S$ stands for the number of elements in the set $S$. We conclude easily since, by definition of a Van Hove sequence, $|A^{[m+\frac{1}{2}]}|/|A|$ goes to 0 as $A$ goes to infinity. □

6. Extensions and perspectives

We list in this last section a few comments on the above results, and indicate some possible extensions of our work.

So far, we have assumed that the periodic lattice that is covered in the limit by the sequence $\Lambda$ is $\mathbb{Z}^3$, and thus that the periodic cell $Q$ is a cube of unit size. The first basic observation to make is that our whole work goes through *mutatis mutandis* if we replace the cube of unit size by a cube of size $R$. Slight modifications must be made in the definition of the potential $G$ in particular, and we refer the reader to [11] for such modifications.
Replacing the cube by another shape of unit cell is another story. As we have mentioned above, Theorems 2.1 and 2.3 still hold. On the contrary, our strategy of proof for Theorem 2.2 depends upon the shape of the cell. It is an open (but rather technical) question to extend this result to other shapes of cells.

Likewise, we have mentioned above that the assumption (2.21) is a technical assumption required only for the proof of Theorem 2.2. We recall we believe it can be left apart, but we do not know how.

Concerning the periodic problems per se, it would be an interesting question to address to see whether one can say something on the minimizers. In the HF setting, for instance, we are not able to check, for the time being, whether or not the minimizing periodic density matrix $K$ is a projector (which is equivalent to the fact that $K_{\xi}$ is a (finite rank) projector, for almost all $\xi$ in $Q^*$), as it is the case for the Hartree–Fock model for molecules.

Apart from these somewhat secondary questions, the main issue to tackle is the proof of the thermodynamic limit for the energy per unit volume in the H and HF settings. As far as this question is concerned, much remains to be done.

Even in some simplified framework, trying to understand Hartree–Fock type models for quasicrystals would also be of interest. Our study [11] and references [1,3,8,47] could constitute a starting point.

Finally, let us mention that the periodic problems we have defined in this work can be treated numerically, and we indeed intend to treat them numerically. Numerical experiment might in particular give some insight into the mathematical nature of these models and help oneself to make up his mind on some of the questions mentioned above.
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