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ABSTRACT. – We consider positive solutions of
\[-\text{div}(|x|^{-2a}\nabla u) = |x|^{-bp}u^{p-1}, \quad u \geq 0 \text{ in } \mathbf{R}^N,\]
where for $N \geq 2$: $a < (N - 2)/2$, $a < b < a + 1$, and $p = 2N/(N - 2(1 + a - b))$. Ground state solutions are the extremal functions of the Caffarelli–Kohn–Nirenberg inequalities [6]. In [10] the authors have observed symmetry breaking phenomena for ground state solutions in a subregion of the parameters. In this paper, we continue our study on the structure of bound state solutions and construct bound state solutions having prescribed symmetry.
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1. Introduction

This paper is concerned with the following class of problems,
\[-\text{div}(|x|^{-2a}\nabla u) = |x|^{-bp}u^{p-1}, \quad u \geq 0 \text{ in } \mathbf{R}^N,\]
where
\[ N \geq 2, \quad a < \frac{N-2}{2}, \quad a < b < a+1 \quad \text{and} \quad p = \frac{2N}{N-2(1+a-b)}. \] (2)

The motivations for our study are twofold. First, Eq. (1) is a prototype of more general degenerate elliptic equations:
\[-\text{div}(\alpha(x)\nabla u) = f(x,u), \quad x \in \mathbb{R}^N,\]
which are models for some physical phenomena related to equilibrium of anisotropic continuous media which possibly are somewhere perfect insulators and somewhere are perfect conductors (e.g., [13]). Though there is a quite extensive literature about degenerate elliptic operators, only few recent results about nonlinear variational problems associated to degenerate elliptic equations like (1) are known (e.g., [2,7] and references therein). On the other hand, Eq. (1) is related to the following inequalities due to Caffarelli, Kohn, and Nirenberg [6]. With \(a, b, p\) in the range above, there is a positive constant \(C_{a,b}\) such that for all \(u \in D^{1,2}_a(\mathbb{R}^N)\)
\[ \int_{\mathbb{R}^N} |x|^{-2a} |\nabla u|^2 \, dx \geq C_{a,b} \left( \int_{\mathbb{R}^N} |x|^{-bp} |u|^p \, dx \right)^{2/p}. \]

By \(D^{1,2}_a(\mathbb{R}^N)\) we mean the completion of \(C_0^\infty(\mathbb{R}^N)\) with respect to the inner product
\[ (u, v) = \int_{\mathbb{R}^N} |x|^{-2a} \nabla u \cdot \nabla v \, dx. \]

Let
\[ E_{a,b}(u) = \frac{\int_{\mathbb{R}^N} |x|^{-2a} |\nabla u|^2 \, dx}{\left( \int_{\mathbb{R}^N} |x|^{-bp} |u|^p \, dx \right)^{2/p}}, \]
and
\[ S(a, b) = \inf_{u \in D^{1,2}_a(\mathbb{R}^N) \setminus \{0\}} E_{a,b}(u), \]
the best embedding constants for the Caffarelli–Kohn–Nirenberg inequalities. The extremal functions which achieve \(S(a, b)\) are ground state solutions of (1). There have been extensive studies on the ground state solutions of (1). The existence of extremal functions for \(S(a, b)\) has been given for \(a \geq 0\) (which occurs only for \(N \geq 3\)), and \(a \leq b < a+1\), as follows. The case \(a = 0\) and \(b = 0\), was settled by Aubin [1], and Talenti [26]. The segment \(a = 0, 0 < b < 1\) was dealt with by Lieb in [20], and the region \(0 < a < (N-2)/2, a \leq b \leq a + 1\) in [11,28,22]. For \(a \geq 0\), the conclusion is that there are no bound state solutions other than the ground state solutions and that the ground state solutions are unique up to a dilation
\[ u(x) \to \tau^{\frac{2-2a}{2}} u(\tau x), \quad \tau > 0, \] (3)
and are radial (in the case \(a = b = 0\), solutions are radial with respect to some point) and explicitly given. For the case \(a < 0\), little has been known until the recent work in \([7, 10, 16, 30]\). We have studied the ground state solutions in \([10]\) and have established the following.

(i) For \(a = b < 0\), \(S(a, a)\) is not achieved, i.e. there is no ground state solution.

(ii) For \(a < 0\) and \(a < b < a + 1\), \(S(a, b)\) is always achieved.

(iii) There is a function \(h(a)\) defined for \(a \leq 0\) satisfying \(h(0) = 0\), \(a < h(a) < a + 1\) for \(a < 0\), and \(a + 1 - h(a) \to 0\) as \(a \to -\infty\), such that in the region \(a < 0\), \(a < b < h(a)\), the ground state solution is nonradial.

(iv) All bound state solutions of (1) satisfy a modified inversion symmetry.

Since radial solutions exist for all \(a \leq b < a + 1\), our result shows that for \(a < 0\) there is a region where bound state solutions of (1) are not unique (even up to dilations). Thus it is a fundamental issue to investigate the solutions structure for problem (1). The goal of this paper is to give existence of bound state solutions having prescribed symmetry \(G\), where \(G\) is a subgroup of the orthogonal group \(O(N)\). Note that (1) is radially invariant, in the sense that if \(u\) is a solution, so is \(gu\) for all \(g \in O(N)\), where

\[
gu(x) = u(g^{-1}x).
\]

A consequence of our main result is the following

**Theorem 1.1.** For \(b - a \in (0, 1)\) fixed, for any \(k \in \mathbb{N}\) there is \(a_k < 0\) such that for \(a \leq a_k\) problem (1) has \(k\) essentially distinct solutions.

By essentially distinct solutions, we mean functions which cannot be obtained from one another by some transformation which leaves the problem invariant.

Our results also partially answer the question whether one can classify all solutions of (1) according to their symmetry. Here, for \(u \in D_{a}^{1,2}(\mathbb{R}^N)\), the symmetry group of \(u\) is defined to be

\[
\Sigma_u = \{g \in O(N): gu = u \text{ a.e.}\}.
\]

To state our main results, let us make the following

**Definition 1.2.** Let \(G \subset O(N)\) be a closed subgroup, and fix an action of \(G\) on \(S^N\). We say that the action of \(G\) has a locally minimal orbit set \(\Omega \subset S^N\), if there exist \(k \in \mathbb{N}\) and \(\delta > 0\), such that

(a) \(\Omega\) is \(G\)-invariant,

(b) \(#Gy = k\) for any \(y \in \Omega\),

(c) \(#Gy > k\) for any \(y \in S^N\) with \(0 < \text{dist}(y, \Omega) < \delta\).

Here \(Gy\) is the orbit of \(y\) under the action of \(G\), and \(#Gy\) is the cardinal number of \(Gy\).

**Definition 1.3.** We say that the action of \(G\) is maximal with respect to a locally minimal orbit set \(\Omega\) if for any closed subgroup \(H\), with \(G \leq H \leq O(N)\), \(H \neq G\), we have \(#Hy > k\) for any \(y \in \Omega\).

Our main theorem is
THEOREM 1.4. – Assume $G \subset O(N)$ is a closed subgroup having a locally minimal orbit set $\Omega \subset S^{N-1}$ (corresponding to an integer $k$). Let $b - a \in (0, 1)$ fixed, then for $-a$ sufficiently large, (1) has a solution $u_a$ satisfying

(i) $u_a$ is $G$-invariant,
(ii) $u_a$ satisfies the modified inversion symmetry $u_a(x/|x|^2) = |x|^{-2a}u_a(x),$
(iii) $E_{a,b}(u_a) = ((N - 2 - 2a)/2)^2(2 - a)(k^{p - 2})/pS_p(R^N) + o(1)),$ as $a \to -\infty,$
(iv) $u_a$ is a $k$-bump solution, concentrating near $\Omega$ as $a \to -\infty,$
(v) if in addition, $G$ is maximal with respect to $\Omega$, then $\Sigma_u = G.$

In (iii), we take $S_p(R^N)$ to be the best constant in the embedding of $H^1(R^N)$ into $L^p(R^N),$ i.e.

$$S_p(R^N) = \inf_{u \in H^1(R^N), \{0\}} \left( \int_{R^N} |\nabla u|^2 + u^2 \, dx / (\int_{R^N} |u|^p \, dx)^{2/p} \right).$$

By $k$-bump solutions concentrating near $\Omega$ as $a \to -\infty,$ we mean the following: there is $\{y_1, \ldots, y_k\} \subset \Omega,$ a $G$-orbit, such that for any $r > 0,$

$$\lim_{a \to -\infty} \int_{R^N \setminus \bigcup_{i=1}^k B_r(y_i)} |x|^{-2a} |\nabla u_a|^2 \, dx = \lim_{a \to -\infty} \int_{R^N \setminus \bigcup_{i=1}^k B_r(y_i)} |x|^{-2a} u_a^p \, dx = 0.$$

Remark 1.5. – In fact, we can give a more precise asymptotic behavior of solutions $u_a.$ We look first at the equation

$$-\Delta u + u = u^{p-1}, \quad u > 0 \text{ in } R^N. \quad (4)$$

Let $(z_1, \ldots, z_N)$ be coordinates in $R^N$ and $u(z)$ the unique solution (centered at 0) of (4). Then note that for $b - a \in (0, 1)$ fixed, as $a \to -\infty,$ the function

$$v_a(z) := \left( \frac{N - 2 - 2a}{2} \right)^{\frac{N - 2 - 2a}{2(2 - a)}} u \left( \frac{N - 2 - 2a}{2} z \right)$$

concentrates at the origin. Now, for $\{y_1, \ldots, y_k\} \subset \Omega$ a $G$-orbit, consider the projections

$$\pi_i(x) = \frac{x - (x \cdot y_i)y_i}{|x|}, \quad i = 1, \ldots, k.$$

For $r > 0$ small and $|x - y_i| < r,$ we define

$$u_{a,i}(x) = |x|^{-\frac{N - 2a}{2}} v_a(\pi_i(x), -\ln |x|).$$

Then we can show that the distance between $u_a$ and $\sum_{i=1}^k u_{a,i}$ tends to 0 in $D^{1,2}_a(R^N),$ as $a \to -\infty.$

Remark 1.6. – Since the problem is invariant under dilations (3), we can in fact obtain solutions of $k$-bump type with bumps concentrating near $r\Omega \subset S^{N-1}(r),$ for any $r > 0.$
Remark 1.7. – Depending on the action of $G$, we obtain two types of solutions: solutions which are absolute minimizers in the space of symmetric functions (in particular, ground state solutions when $k = 1$), and solutions which are local minimizers in the space of symmetric functions. We obtain both, by a rather general local minimization method used in [8] and [27]. We should mention that global minimization methods in symmetric subspaces have been used by Coffman in [12] for $N = 2$, and Li in [19] for $N \geq 4$ to study a problem in expanding annular domains. We developed the local minimization method in [8] to solve the case $N = 3$ and to construct solutions with prescribed symmetry.

Our method involves two ingredients: a transformation that converts Eq. (1) to another one defined on a cylinder $C = S^{N-1} \times \mathbb{R}$ in $\mathbb{R}^{N+1}$ and its dilations $C_\lambda$, (this transformation was used in our previous work [10] for studying ground state solutions); and a local minimization scheme which enables us to obtain bound states as local minimizers, (this approach has been used in our previous work [8,27], to construct positive solutions with prescribed symmetry for other types of nonlinear elliptic problems). In Section 2 we give the equivalent problem, setting up the stage for studying new Eq. (8). Section 3 is devoted to some asymptotic analysis by using the concentration-compactness principle. Then in Section 4 we give the proof of the results for Eq. (8) which in turn will give our main results for Eq. (1). Some of the results in this paper as well as those in [10] have been announced in [9].

2. Preliminaries

2.1. Equivalent problems

Denote $C = S^{N-1} \times \mathbb{R}$ the cylinder in $\mathbb{R}^{N+1}$. Throughout, whenever the situation arises, we use the notations in Riemannian geometry,

$$
\Delta u = g^{ij} u_{ij} - g^{ij} \Gamma^k_{ij} u_k \quad \text{the Laplace–Beltrami operator},
$$

$$
\nabla v = g^{ij} v_j \partial_i \quad \text{the gradient},
$$

$$
\text{div}(X^i \partial_i) = \frac{1}{\sqrt{g}} (\sqrt{g} X^i)_i = X^i \partial_i + \Gamma^i_{ij} X^j,
$$

and

$$
d\mu \quad \text{the volume element,}
$$

all corresponding to the metric $g_{ij}$ induced from $\mathbb{R}^{N+1}$.

In [10] we have shown that with suitable transformations, problem (1) is equivalent to another differential equation on $C$. We take the same approach here and we shall mainly work with the equivalent problem on $C$. Let us make this more precise. As it was shown in [10], by the transformation

$$
u(x) = |x|^{-\frac{N-2\alpha}{2}} u \left( \frac{x}{|x|}, - \ln |x| \right),
$$

(5)
problem (1) is equivalent to
\[ -\Delta v + \left( \frac{N - 2 - 2a}{2} \right)^2 v = v^{p-1}, \quad v > 0 \text{ on } C. \tag{6} \]

In fact, the mapping (5) is a Hilbert space isomorphism from \( D^{1,2}_a(\mathbb{R}^N) \) to \( H^1(C) \) (Proposition 2.2, [10]). I.e., if \( u \) defined on \( \mathbb{R}^N \) and \( v \) defined on \( C \) are related through (5), then \( u \in D^{1,2}_a(\mathbb{R}^N) \) if and only if \( v \in H^1(C) \), and in this case
\[ E_{a,b}(u) = F_{a,b}(v) := \int_C |\nabla v|^2 + \left( \frac{N-2-2a}{2} \right)^2 v^2 \, d\mu \tag{7} \]

To study (6), we shall further transform it to another equivalent problem. Let us denote
\[ \lambda = \frac{N - 2 - 2a}{2}, \]
and consider the similarity transformation \( h_\lambda : \mathbb{R}^{N+1} \to \mathbb{R}^{N+1} \) given by
\[ h_\lambda(x) = \lambda x. \]

Denote \( C_\lambda = h_\lambda(C) \) and for \( v \in H^1(C) \), we define \( w \in H^1(C_\lambda) \) by
\[ v(x) = \lambda^{2/(p-2)} w(\lambda x). \tag{8} \]

Then
\[ F_{a,b}(v) = \lambda^{2(b-a)} \int_{C_\lambda} |\nabla w|^2 + w^2 \, d\mu \tag{9} \]

and with the rescaling (7), problem (6) is equivalent to
\[ -\Delta w + w = w^{p-1}, \quad w > 0 \text{ in } C_\lambda. \tag{10} \]

In the following we shall find critical points of
\[ I_\lambda(v) = \int_{C_\lambda} |\nabla v|^2 + v^2 \, d\mu \]
for \( v \in \mathcal{M}_\lambda \) in \( H^1(C_\lambda) \), where
\[ \mathcal{M}_\lambda = \left\{ v \in H^1(C_\lambda) \left| \int_{C_\lambda} |v|^p \, d\mu = 1 \right. \right\}. \]

By rescaling they are critical points of \( F_{a,b} \) in \( H^1(C) \) and by (5) we obtain critical points of \( E_{a,b} \).
2.2. Group actions

Let
\[ \psi : G \times S^{N-1} \rightarrow S^{N-1}, \]
the action of a closed subgroup \( G \) of \( O(N) \). We consider
\[ C = \{ (x_0, \ldots, x_N) \in \mathbb{R}^{N+1} : x_0^2 + \cdots + x_N^2 = 1 \}. \]
If we consider the unit sphere \( S^{N-1} = \{ x \in C \mid x_N = 0 \} \), Definitions 1.2 and 1.3 translate on \( C \) in a direct way. In the following, we shall impose the reflection symmetry \( O(1) \) about the hyperplane \( x_N = 0 \), and we look for solutions invariant under the augmented group \( \tilde{G} = G \times O(1) \subset O(N+1) \). This does not restrict the problem in any way since we showed in [10] that any positive solution of (6) has this reflection symmetry.

Next, we give examples of locally minimal orbit sets for a \( G \) action on \( S^{N-1} \subset C \).

Let \( N = 2 \).

**Example 2.1.** – For \( k \geq 2 \), consider \( G = Z_k \) the group of rotations by multiples of \( 2\pi/k \) acting in the plane \((x_0, x_1)\). Then
\[ \Omega = \{ (x_0, x_1, 0) : x_0^2 + x_1^2 = 1 \}, \]
is a locally minimal orbit set.

**Example 2.2.** – For \( k \geq 3 \), we consider \( G = D_k \), the group that leaves invariant a regular polygon with \( k \) vertices. When we take \( \Omega_1 \) to be the set of vertices, or \( \Omega_2 \) to correspond to the set of centers of the edges, both \( \Omega_1 \) and \( \Omega_2 \) are locally minimal orbit sets. In fact, \( \Omega_3 = \Omega_1 \cup \Omega_2 \) is also a locally minimal orbit set. In this case, the action of \( G \) is maximal with respect to each \( \Omega_i \).

Let \( N = 3 \).

**Example 2.3.** – Consider \( G \) to be the group which leaves invariant one of the regular polyhedra: a regular tetrahedron, octahedron, or icosahedron. Accordingly, we may take \( \Omega_0 \) to be the set of vertices, \( \Omega_1 \) to be the set of the centers of the edges, and \( \Omega_2 \) the set of the centers of the faces. In each of the three cases for tetrahedron, octahedron, or icosahedron, \( \Omega_i \) for \( i = 0, 1, 2 \) are locally minimal orbit sets, and \( G \) is maximal with respect to \( \Omega_0 \). For the case of tetrahedron, \( G \) is also maximal with respect to \( \Omega_2 \).

**Example 2.4.** – In this example, write \( \mathbb{R}^3 = \mathbb{R}^2 \times \mathbb{R} \), and \( G = Z_k \times Z_2 \) or \( G = D_k \times Z_2 \). Then
\[ \Omega = \{ (x_0, x_1, 0, 0) : x_0^2 + x_1^2 = 1 \}, \]
or \( \Omega \) is the set of vertices of a regular polygon in the plane \((x_0, x_1)\), respectively. In both these cases, \( \Omega \) is a locally minimal orbit set. In the case of \( G = D_k \times Z_2 \), \( G \) is maximal with respect to \( \Omega \).

Let \( N \geq 4 \).
Example 2.5. – One case is to consider finite subgroups of $O(N)$ which act irreducible on $\mathbb{R}^N$.

Example 2.6. – On the other hand, many more examples can be obtained as follows. For $1 \leq l \leq N - 1$ we make the decomposition $\mathbb{R}^N = \mathbb{R}^l \times \mathbb{R}^{N-l}$, and we look at groups $G = G_l \times G_{N-l}$, where $G_l$ acts irreducible on the $\mathbb{R}^l$ part, while the action of $G_{N-l}$ has no fixed points in $\mathbb{R}^{N-l}$, otherwise arbitrary. In particular, one can take $l$-dimensional tetrahedron and cube groups for $G_l$. Let $k := \min\{\#Gy : y \in S^{l-1}\}$, and $\Omega \subset S^{l-1}$ a locally minimal orbit set corresponding to this $k$. Then $\Omega := \Omega_l \times \{0\}$, is a locally minimal orbit set for the action of $G$, with the same $k$.

2.3. Local identifications

We define a diffeomorphism between the ball of radius $r$ centered at the origin in $\mathbb{R}^N$ and a subset of $C_\lambda$ as follows. We identify $\mathbb{R}^N$ with the tangent space to $C_\lambda$ at $y$ and consider the projection in $\mathbb{R}^N$ in the direction of the normal to $C_\lambda$ at $y$.

To be exact, let $C_\lambda = \{(x_0, \ldots, x_N) \in \mathbb{R}^{N+1} : x_0^2 + \cdots + x_{N-1}^2 = \lambda^2\}$. (9)

Assume $y = (\lambda, 0, \ldots, 0, y_N) \in C_\lambda$ and for $0 < r < \lambda$, define a map from $B_{\lambda,r}(y) := \{x \in C_\lambda : x_1^2 + \cdots + x_{N-1}^2 + (x_N - y_N)^2 < r^2\}$, onto $B_r(0) \subset \mathbb{R}^N$, by

$$\phi_{\lambda,r,y}(x) = (x_1, \ldots, x_{N-1}, x_N - y_N) \in \mathbb{R}^N.$$

For any $y \in C_\lambda$ let $R$ a rotation in $\mathbb{R}^{N+1}$ that leaves the $x_N$-axis fixed and such that

$$Ry = (\lambda, 0, \ldots, 0, y_N) \in \mathbb{R}^N.$$

We then define

$$\phi_{\lambda,r,y}(x) = \phi_{\lambda,r,Ry}(Rx).$$

Therefore for all $y \in C_\lambda$, $\phi_{\lambda,r,y}$ is defined for $x \in B_{\lambda,r}(y)$.

Conversely, let $y = (\lambda, 0, \ldots, 0, y_N) \in C$ and for $x \in \mathbb{R}^N$ with $|x| < r$ let

$$\phi_{\lambda,r,y}^{-1}(x) = \left(\sqrt{\lambda^2 - (x_1^2 + \cdots + x_{N-1}^2)}, x_1, \ldots, x_{N-1}, x_N + y_N\right) \in B_{\lambda,r}(y).$$

Again, for arbitrary $y \in C$ let $R$ be a rotation in $\mathbb{R}^{N+1}$ that leaves the $x_N$-axis (in $\mathbb{R}^{N+1}$) fixed such that

$$Ry = (\lambda, 0, \ldots, 0, y_N).$$

For $x \in B_r(0) \subset \mathbb{R}^N$, define

$$\phi_{\lambda,r,y}^{-1}(x) = R^{-1} \phi_{\lambda,r,Ry}^{-1}(x) \in C_\lambda.$$
At least in the case $y = (\lambda, 0, \ldots, 0, y_N)$ it is clear that $\phi_{\lambda,r,y}$ and $\phi_{\lambda,r,y}^{-1}$ are inverse to each other and are diffeomorphisms between $B_{\lambda,r}(y)$ and $B_{r}(0)$. If $y$ is not contained in the plane $(y_0, y_N)$, there is an ambiguity due to nonuniqueness of the rotation $R$. As long as the same $R$ is used in the construction of $\phi_{\lambda,r,y}$ and $\phi_{\lambda,r,y}^{-1}$, the two functions remain inverse to each other. We note here that the Jacobians $J_{\phi_{\lambda,r,y}}(x)$ and $J_{\phi_{\lambda,r,y}^{-1}}(x)$ tend to 1 uniformly on $B_{\lambda,r}(y)$, respectively $B_{r}(0)$, as $r/\lambda \to 0$.

For $r < \lambda$ and $y \in C_{\lambda}$ we construct the operators

$$T_{\lambda,r,y} : H^1(B_{\lambda,r}(y)) \to H^1(B_{r}(0))$$

and

$$\bar{T}_{\lambda,r,y} : H^1(B_{r}(0)) \to H^1(B_{\lambda,r}(y)),$$

as follows

$$T_{\lambda,r,y}(v)(x) = v(\phi_{\lambda,r,y}^{-1}(x))$$

and

$$\bar{T}_{\lambda,r,y}(u)(x) = u(\phi_{\lambda,r,y}(x)).$$

### 3. Concentration-Compactness

We need a concentration-compactness lemma which is a more detailed version of that in [21]. By a proof similar to Lemma 4.1 and Lemma 4.2 in [27] we have

**Lemma 3.1.** Let $\lambda_n \to \infty$ as $n \to \infty$. Let $v_n \in H^1(C_{\lambda_n})$ be such that $I_{\lambda_n}(v_n)$ are uniformly bounded and $\int_{C_{\lambda_n}} |v_n|^p \, d\mu = 1$. Then there is a subsequence (still denoted by $(v_n)$), a nonnegative nonincreasing sequence $(\alpha_i)$ satisfying $\lim_{s \to \infty} \sum_{i=1}^{s} \alpha_i = 1$, and sequences $(y_{n,i}) \subset C_{\lambda_n}$ associated with each $\alpha_i > 0$ satisfying

$$\liminf_{n \to \infty} |y_{n,i} - y_{n,j}| = \infty, \quad \text{for any } i \neq j,$$

such that the following property holds: If $\alpha_i > 0$ for some $s \geq 1$, then for $\epsilon > 0$ there exist $R > 0$, for all $r \geq R$ and all $r' \geq R$

$$\limsup_{n \to \infty} \sum_{i=1}^{s} \alpha_i - \int_{B_{\lambda,r}(y_{n,i})} |v_n|^p \, d\mu \geq \left( 1 - \sum_{i=1}^{s} \alpha_i \right) - \int_{C_{\lambda_n} \setminus \bigcup_{i=1}^{s} B_{\lambda,r}(y_{n,i})} |v_n|^p \, d\mu < \epsilon.$$  

**Proposition 3.2.** For a subsequence as in Lemma 3.1, we have that for $s \geq 1$,

$$\liminf_{n \to \infty} I_{\lambda_n}(v_n) \geq S_p(R_N) \left( \sum_{i=1}^{s} \alpha_i^{2/p} + \left( 1 - \sum_{i=1}^{s} \alpha_i \right)^{2/p} \right).$$

Consequently,

$$\liminf_{n \to \infty} I_{\lambda_n}(v_n) \geq S_p(R_N) \sum_{i=1}^{\infty} \alpha_i^{2/p}.$$

**Proof.** Denote

$$S_p(C_\lambda) = \inf_{v \in H^1(C_\lambda) \setminus \{0\}} I_\lambda(v).$$
It is not difficult to check (see the proof of Theorem 1.2 in [10]) that
\[
\lim_{\lambda \to \infty} S_p(C_\lambda) = S_p(\mathbb{R}^N).
\] (12)

Fix \( s \), and assume
\[
\sum_{i=1}^s \alpha_i < 1.
\]

We choose
\[
0 < \varepsilon < \frac{1}{2} \min \left\{ \alpha_s, 1 - \sum_{i=1}^s \alpha_i \right\},
\]
and the corresponding \( R \) as given in Lemma 3.1. Let \( r \geq R \) and for \( n \) large we can assume that \( B_{\lambda_n, 3r}(y_{n,i}) \) are disjoint for \( i = 1, \ldots, s \), and
\[
\int_{B_{\lambda_n, r}(y_{n,i})} |v_n|^p \, d\mu \geq \alpha_i - 2\varepsilon,
\] (13)
\[
\int_{C_{\lambda_n} \setminus \bigcup_{i=1}^s B_{\lambda_n, 3r}(y_{n,i})} |v_n|^p \, d\mu \geq \left( 1 - \sum_{i=1}^s \alpha_i \right) - 2\varepsilon.
\] (14)

For \( i = 1, \ldots, s \), let \( 0 \leq \rho_{n,i} \leq 1 \) cut-off functions with \( |\nabla \rho_{n,i}|(x) \leq 2/r \), which are identically 1 inside \( B_{\lambda_n, r}(y_{n,i}) \) and 0 outside \( B_{\lambda_n, 2r}(y_{n,i}) \). We also define \( 0 \leq \rho_n \leq 1 \) a cut-off function on \( C_{\lambda_n} \) such that \( \rho_n \) is identically 1 on \( C_{\lambda_n} \setminus \bigcup_{i=1}^s B_{\lambda_n, 3r}(y_{n,i}) \) and 0 on \( \bigcup_{i=1}^s B_{\lambda_n, 2r}(y_{n,i}) \), with \( |\nabla \rho_n|(|x|) \leq 2/r \). Let
\[
w_{n,i}(x) = \rho_{n,i}(x)v_n(x) \quad \text{for} \ x \in C_{\lambda_n}.
\]

Also, define \( \omega_n = \rho_n v_n \). Then
\[
\int_{C_{\lambda_n}} |\omega_{n,i}|^p \, d\mu \geq \int_{B_{\lambda_n, r}(y_{n,i})} |v_n|^p \, d\mu,
\] (15)
and
\[
\int_{C_{\lambda_n} \setminus \bigcup_{i=1}^s B_{\lambda_n, 3r}(y_{n,i})} |\omega_n|^p \, d\mu \geq \int_{C_{\lambda_n} \setminus \bigcup_{i=1}^s B_{\lambda_n, 3r}(y_{n,i})} |v_n|^p \, d\mu.
\] (16)

From (13), (15), and (14), (16), we obtain
\[
\int_{C_{\lambda_n}} |\nabla w_{n,i}|^2 + w_{n,i}^2 \, d\mu \geq S_p(C_{\lambda_n})(\alpha_i - 2\varepsilon)^{2/p},
\]
and
\[ \int_{C_{\lambda n}} |\nabla w_n|^2 + w_n^2 \, d\mu \geq S_p(C_{\lambda n}) \left( 1 - \sum_{i=1}^{s} \alpha_i - 2\epsilon \right)^{2/p}. \]

Using the fact that the Jacobians \( J_{\phi_{s,r,y_n,i}}(x) \) and \( J_{\phi_{s,r,y_n,i}}^{-1}(x) \) tend to 1 uniformly on \( B_{\lambda,r}(y_n,i) \), respectively \( B_r(0) \), as \( \lambda \to \infty \), we also have
\[ \int_{B_{\lambda,2r}(y_n,i)} |\nabla v_n|^2 + v_n^2 \, d\mu \geq \int_{C_{\lambda n}} |\nabla w_{n,i}|^2 + w_{n,i}^2 \, d\mu - \frac{C}{r^2}, \]
and
\[ \int_{C_{\lambda n} \setminus \bigcup_{i=1}^{s} B_{\lambda,2r}(y_n,i)} \]
with \( C \) independent of \( r \) and \( n \). Therefore,
\[ I_{\lambda n}(v_n) \geq S_p(C_{\lambda n}) \left( \sum_{i=1}^{s} \alpha_i - 2\epsilon \right)^{2/p} + \left( \left( 1 - \sum_{i=1}^{s} \alpha_i \right) - 2\epsilon \right)^{2/p} - \frac{(s+1)C}{r^2}. \]

Let \( n \to \infty \), then \( r \to \infty \), and finally \( \epsilon \to 0 \). The case \( \sum_{i=1}^{s} \alpha_i = 1 \) is done the same way, without considering \( w_n \) anymore. \( \Box \)

4. Main results for Eq. (8)

In this section we shall state and prove our results for Eq. (8) on \( C_{\lambda} \). These results, which are of their own interest, will in turn give our main results for Eq. (1) by using the transformation (5).

It is known (e.g., [14,18,29]) that \( S_p(R^N) \) is achieved by a positive function \( U \in H^1(R^N) \) such that \( |U|_{L^p} = 1 \) and
\[ \int_{R^N} |\nabla U|^2 + U^2 \, dx = S_p(R^N). \]

Moreover, \( U \) is unique up to translations and it is radially symmetric with respect to some point (which we assume to be the origin in \( R^N \)). We place \( C_{\lambda} \) in \( R^{N+1} \) as in (9). \( C_{\lambda} \) is invariant under the canonical action of \( O(N) \times O(1) \subset O(N+1) \) with \( O(N) \) acting on \( R^N = \{ x \in R^{N+1} | x_N = 0 \} \) and \( O(1) \) acting on \( R = \{ x \in R^{N+1} | x_0 = \cdots = x_{N-1} = 0 \} \). Eq. (8) is also invariant under this group. For a function \( v \in H^1(C_{\lambda}) \) we define the isotropy subgroup of \( v \) as
\[ \Sigma_v = \{ g \in O(N) \times O(1) | g \cdot v = v \}. \]
Here $g v(x) = v(g^{-1} x)$. In the following we denote by $\tilde{G}$ a subgroup in $O(N) \times O(1)$, given by
$$\tilde{G} = G \times O(1)$$
with $G$ a subgroup of $O(N)$. We shall prove

**Theorem 4.1.** Let $\Omega \subset S^{N-1} \times \{0\} \subset \mathcal{C}$ be a locally minimal orbit set of $G$ with the corresponding integer $k \in \mathbb{N}$. Then for $\lambda$ sufficiently large, problem (8) has a solution $w_\lambda$ satisfying

(i) $w_\lambda$ is $\tilde{G}$-invariant,

(ii) $w_\lambda$ has exactly $k$ maximum points which form a $\tilde{G}$ orbit $\tilde{G} y_\lambda$ for some $y_\lambda \in \Omega_\lambda := \lambda \Omega$,

(iii) $w_\lambda$ is of $k$-bump type in the sense that if $\{y_\lambda, 1, \ldots, y_\lambda, k\}$ are the maxima of $w_\lambda$, then
$$\lim_{\lambda \to \infty} \left\| w_\lambda - \sum_{i=1}^k \tilde{T}_{\lambda, y_\lambda, i} S_p(R^N)^{1/(p-2)} U \right\|_{H^1(C_\lambda)} = 0,$$

(iv) $\lim_{\lambda \to \infty} I_\lambda(w_\lambda) = k(p-2)/p S_p(R^N)$,

(v) if in addition, $G$ is maximal with respect to $\Omega$, then $\Sigma_w = \tilde{G}$.

The idea of proving this result stems out of our work in [8] and [27] where we have given a rather general local minimization scheme to construct positive solutions with prescribed symmetry for some radially invariant elliptic problems. The procedure used below is somewhat different from that in [8] and [27] and seems to be more transparent. We set up our minimization scheme around $\Omega$. Since $\Omega$ is a locally minimal orbit set, there is $\delta > 0$ such that
$$\# G y > k \quad \text{for all } y \in S^{N-1} \times \{0\} \text{ with } 0 < \text{dist}(y, \Omega) < 3\delta.$$

Denote
$$\Lambda = \{ y \in \mathcal{C}: \text{dist}(y, \Omega) < \delta \} \quad \text{and} \quad \Pi = \{ y \in \mathcal{C}: \text{dist}(y, \Omega) < 2\delta \}.$$

Note that because $G$ is a group of isometries, the sets $\Lambda$ and $\Pi$ are invariant under the action of $G$.

Since we work on cylinders of different radii, we make the following notations $\Omega_\lambda := \lambda \Omega$, $\Lambda_\lambda := \lambda \Lambda$, and $\Pi_\lambda := \lambda \Pi$, all subsets of $\mathcal{C}_\lambda$.

In the space of $\tilde{G}$-symmetric functions
$$\mathcal{H}_{G, \lambda} = \{ v \in H^1(C_\lambda): g v = v, \text{ for all } g \in \tilde{G} \},$$
we define a constraint manifold and an open subset of it
$$\mathcal{M}_{G, \lambda} = \left\{ v \in \mathcal{H}_{G, \lambda}: \int_{C_\lambda} |v|^p = 1 \right\},$$
\[ K_{G,\lambda}^\sigma = \left\{ u \in \mathcal{M}_{G,\lambda}: \gamma_{\lambda}(v) > 1 - \frac{\sigma}{2} \right\}, \]

where

\[ \gamma_{\lambda}(v) = \int_{\Lambda} |v|^p \, d\mu \quad \text{and} \quad \sigma = \frac{1}{k+1}. \]

Note that \( \gamma_{\lambda} \) is a continuous functional on \( H^1(C_\lambda) \) and \( K_{G,\lambda}^\sigma \) is an open subset of \( \mathcal{M}_{G,\lambda} \).

We are looking for critical points of the functional

\[ I_\lambda(v) = \int_{C_\lambda} |\nabla v|^2 + v^2 \, d\mu, \quad \text{with} \ v \in K_{G,\lambda}^\sigma. \quad (17) \]

Provided \( \lambda \) is large, we show that

\[ m_{\lambda,\sigma} := \inf_{u \in K_{G,\lambda}^\sigma} I_\lambda(u) \quad (18) \]

is achieved by a function in the interior of \( K_{G,\lambda}^\sigma \) (which can be assumed to be nonnegative). By [25], a critical point in \( \mathcal{M}_{G,\lambda} \) of \( I_\lambda \), after a rescaling will be a solution of (8).

First, we have the following local compactness result.

**Theorem 4.2.** Let \( \lambda > 0 \) fixed. If there is a minimizing sequence \( (v_m) \subset K_{G,\lambda}^\sigma \) (i.e. \( I_\lambda(v_m) \to m_{\lambda,\sigma} \)) such that for \( m \) large

\[ \gamma_{\lambda}(v_m) \geq \frac{m_{\lambda,\sigma}^{p/(p-2)}}{S_p(C_\lambda)^{p/(p-2)} + m_{\lambda,\sigma}^{p/(p-2)}}, \]

then there is a subsequence (still denoted \( (v_m) \)) which converges strongly to \( v \in K_{G,\lambda}^\sigma \) (the closure in \( \mathcal{H}_{G,\lambda} \)), and \( I_\lambda(v) = m_{\lambda,\sigma} \).

**Proof.** Since \( (v_m) \) is a minimizing sequence, it is bounded in \( H^1(C_\lambda) \). Therefore we can assume

\[ \begin{align*}
(i) & \quad v_m \rightharpoonup v \quad \text{in} \quad H^1(C_\lambda) \\
(ii) & \quad v_m \to v \quad \text{in} \quad L^p_{\text{loc}}(C_\lambda) \\
(iii) & \quad v_m \to v \quad \text{a.e. in} \quad C_\lambda.
\end{align*} \]

Since \( \Lambda \) is compact, it follows from (ii) that

\[ \int_{\Lambda} |v|^p \, d\mu \geq 1 - \frac{\sigma}{2}, \]

therefore \( v \neq 0 \). If

\[ \int_{C_\lambda} |v|^p \, d\mu = 1, \]
then \( v \in K_{G, \lambda}^\sigma \), and since \( I_\lambda \) is lower semi-continuous, it follows that
\[
I_\lambda(v) \leq m_{\lambda, \sigma}.
\]
hence \( I_\lambda(v) = m_{\lambda, \sigma} \).

Therefore, assume that
\[
\int_{C_\lambda} |v|^p \, d\mu < 1.
\]
This implies
\[
\frac{v}{|v|^{2-p}_p(C_\lambda)} \in K_{G, \lambda}^\sigma, \quad \text{hence} \quad \int_{\tilde{C}_\lambda} |\nabla v|^2 + v^2 \, d\mu \geq m_{\lambda, \sigma} \left( \int_{\tilde{C}_\lambda} |v|^p \, d\mu \right)^{2/p}.
\]  
(19)

We have
\[
m_{\lambda, \sigma} = \lim_{m \to \infty} \int_{\tilde{C}_\lambda} |\nabla v_m|^2 + v_m^2 \, d\mu
\]
\[
= \int_{\tilde{C}_\lambda} |\nabla v|^2 + v^2 \, d\mu + \lim_{m \to \infty} \int_{\tilde{C}_\lambda} |\nabla (v_m - v)|^2 + (v_m - v)^2 \, d\mu
\]
\[
\geq \int_{\tilde{C}_\lambda} |\nabla v|^2 + v^2 \, d\mu + S_p(C_\lambda) \lim_{m \to \infty} \left( \int_{\tilde{C}_\lambda} |v_m - v|^p \, d\mu \right)^{2/p}.
\]

Therefore,
\[
\int_{\tilde{C}_\lambda} |\nabla v|^2 + v^2 \, d\mu \leq m_{\lambda, \sigma} - S_p(C_\lambda) \lim_{m \to \infty} \left( \int_{\tilde{C}_\lambda} |v_m - v|^p \, d\mu \right)^{2/p}.
\]  
(20)

On the other hand, from the Brezis–Lieb lemma (see [3]),
\[
1 = \lim_{m \to \infty} \int_{\tilde{C}_\lambda} |v_m|^p \, d\mu = \int_{\tilde{C}_\lambda} |v|^p \, d\mu + \lim_{m \to \infty} \int_{\tilde{C}_\lambda} |v_m - v|^p \, d\mu.
\]

Hence
\[
\lim_{m \to \infty} \int_{\tilde{C}_\lambda} |v_m - v|^p \, d\mu = 1 - \int_{\tilde{C}_\lambda} |v|^p \, d\mu.
\]  
(21)

From (20) and (21), we obtain
\[
\int_{\tilde{C}_\lambda} |\nabla v|^2 + v^2 \, d\mu \leq m_{\lambda, \sigma} - S_p(C_\lambda) \left( 1 - \int_{\tilde{C}_\lambda} |v|^p \, d\mu \right)^{2/p}.
\]  
(22)

Again from (ii) and the hypothesis we have
\[
1 > x := \int_{\tilde{C}_\lambda} v^p \, d\mu \geq \frac{m_{\lambda, \sigma}^{p/(p-2)}}{S_p(C_\lambda)^{p/(p-2)} + m_{\lambda, \sigma}^{p/(p-2)}}.
\]
From (19) and (22), we obtain

$$0 \leq m_{\lambda, \sigma} \left(1 - \frac{x^2}{p}\right) - S_p(C) (1 - x)^{2/p}. \quad (23)$$

A direct check shows that (23) is not possible. □

Next, we need some asymptotic estimates for $\lambda$ large. For notations convenience, we let

$$\lambda_n \Omega = \Omega_n \subset \Lambda_n \subset \Pi_n \subset C_{\lambda_n}.$$

**Proposition 4.3.** We have

$$\limsup_{\lambda \to \infty} m_{\lambda, \sigma} \leq k(p - 2)/p S_p(\mathbb{R}^N).$$

**Proof.** We prove the proposition by constructing test functions. Let $U \in H^1(\mathbb{R}^N)$ such that $|U|_{L^p} = 1$ and

$$\int_{\mathbb{R}^N} |\nabla U|^2 + U^2 \, dx = S_p(\mathbb{R}^N).$$

For an $\varepsilon > 0$, let $r > 0$ sufficiently large so that there is a radial cut-off function $\rho(x)$ identically 1 in $B_r(0)$ and 0 outside $B_{2r}(0)$, such that the function $u(x) = \rho(x)U(x)$ has the property

$$\frac{\int_{\mathbb{R}^N} |\nabla u|^2 + u^2 \, dx}{|u|_{L^p(\mathbb{R}^N)}^2} \leq S_p(\mathbb{R}^N) + \varepsilon.$$

For a point $y_1 \in \Omega$, let us denote $\{y_1, \ldots, y_k\} = \tilde{G} y_1$. Consider $\lambda$ sufficiently large so that $B_{\lambda, 2r}(y_1)$ are disjoint and contained in $\Lambda_\lambda$. Let

$$v_i = \tilde{T}_{\lambda, 2r, y_i} u,$$

and consider $v \in H^1(C_\lambda)$ given by

$$v = \sum_{i=1}^k v_i \frac{1}{k^{1/p} |v_i|_{L^p}}.$$

Clearly, $v \in K_{G, \lambda}$ for $\lambda$ large. We obtain

$$m_{\lambda, \sigma} \leq I_\lambda(v) = k(p - 2)/p I_\lambda(v_1).$$

Therefore,

$$\limsup_{\lambda \to \infty} m_{\lambda, \sigma} \leq k(p - 2)/p \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + u^2 \, dx}{|u|_{L^p}^2} \leq k(p - 2)/p S_p(\mathbb{R}^N) + \varepsilon.$$

Let $\varepsilon \to 0$. □
PROPOSITION 4.4. – For any sequences \( \lambda_n \to \infty \) and \( v_n \in K_{G, \lambda_n}^\sigma \) such that
\[
\lim_{n \to \infty} I_{\lambda_n}(v_n) \to d \leq k(p-2)/p S_p(\mathbb{R}^N),
\]
we have
\[
\int_{\Lambda_n} v_n^p \, d\mu \to 1 \quad \text{and} \quad d = k(p-2)/p S_p(\mathbb{R}^N).
\]

To prove this proposition, we need a lemma.

LEMMA 4.5. – Applying Lemma 3.1 to a sequence \( v_n \in K_{G, \lambda_n}^\sigma \) we get the sequences \((\alpha_i), (y_{n,i})\) such that (10) and (11) hold. Then we have either \( \text{dist}(y_{n,i}, \Lambda_n) \to \infty \) as \( n \to \infty \), or there exists an \( n_i \) so that for \( n \geq n_i \) we have \( y_{n,i} \in \Pi_n \).

Proof. – According to Observation 2.6 and Proposition 2.8 in [8], we can assume that for any \( 1 \leq i \leq s \) fixed, there is an orthonormal frame \((\xi_1^i, \ldots, \xi_{t_i}^i)\) in \( \mathbb{R}^{N+1} \), independent of \( n \), such that
\[
y_{n,i} = b_{n,1}^i \xi_1^i + \cdots + b_{n,t_i}^i \xi_{t_i}^i,
\]
where
\[
b_{n,j}^i \to \infty \quad \text{as} \quad n \to \infty, \quad \text{for} \quad j = 1, \ldots, t_i,
\]
and
\[
\frac{b_{n,j+1}^i}{b_{n,j}^i} \to 0 \quad \text{as} \quad n \to \infty, \quad \text{for} \quad j = 1, \ldots, t_i - 1.
\]
If the direction of \( \xi_1^i \) intersects \( C \) at a point \( \eta \) in the closure \( \bar{\Lambda} \), then
\[
|\eta| y_{n,i} \xrightarrow{\Lambda_n} \eta, \quad \text{as} \quad n \to \infty.
\]
Therefore, if \( n \) is sufficiently large, \( y_n \in \Pi_n \).

If \( \text{dist}(\eta, \Lambda) = d > 0 \), then
\[
\text{dist}(y_{n,i}, \Lambda_n) = d \lambda_n + O(b_{n,2}^i),
\]
which tends to infinity. \( \square \)

Proof of Proposition 4.4. – Applying Lemma 3.1 to the sequence \((v_n)\) we get the sequences \((\alpha_i), (y_{n,i})\) such that (10) and (11) hold. Let \( s \) be such that \( \alpha_s > \alpha_{s+1} \) and
\[
\sum_{i=1}^{s} \alpha_i > 1 - \frac{\sigma}{2}.
\]
Choose
\[
0 < \varepsilon < \min \left\{ \frac{\alpha_i - \alpha_{i+1}}{2} : \alpha_i \neq \alpha_{i+1}, \ i = 1, \ldots, s \right\}.
\]
From Lemma 4.5, by relabeling \( \alpha_1, \ldots, \alpha_s \) we can assume that directions \( \xi_1^1, \ldots, \xi_s^1 \) intersect \( C \) in \( \Lambda \). Hence, for \( n \) bigger than \( \max\{n_i: i = 1, \ldots, s_1\} \) (see Lemma 4.5), \( y_{n,i} \in \Pi_n \) for \( i = 1, \ldots, s_1 \). Also, \( \text{dist}(y_{n,i}, \Lambda_n) \to \infty \) for \( i = s_1 + 1, \ldots, s \). We show that

\[
\sum_{i=1}^{s_1} \alpha_i \geq 1 - \sigma. \tag{25}
\]

Indeed, from Lemma 3.1, for \( n \) large we have

\[
\sum_{i=1}^{s_1} \alpha_i \geq \sum_{i=1}^{s_1} \int_{B_{\lambda_n, r}(y_{n,i})} |v_n|^p \, d\mu - 2\varepsilon
\]

and from (24) we get

\[
\int_{\Lambda_n \setminus \bigcup_{i=1}^{s_1} B_{\lambda_n, r}(y_{n,i})} |v_n|^p \, d\mu - \frac{\sigma}{2} - \varepsilon < 0.
\]

Therefore,

\[
\sum_{i=1}^{s_1} \alpha_i \geq \int_{\Lambda_n} |v_n|^p \, d\mu - \frac{\sigma}{2} - 3\varepsilon.
\]

Since

\[
\int_{\Lambda_n} |v_n|^p \, d\mu > 1 - \frac{\sigma}{2},
\]

let \( n \to \infty \) and then \( \varepsilon \to 0 \); (25) follows. Without loss of generality, we can assume that for all \( n \), \( y_{n,i} \) appear in orbits. I.e. if \( y_{n,i} \) corresponds to \( \alpha_i \) and \( g \in \tilde{G} \), then \( g y_{n,i} \) is an \( y_{n,j} \) corresponding to some \( \alpha_j = \alpha_i \) (because of symmetry). We denote

\[
\{\alpha_i: i = 1, \ldots, s\}/\tilde{G} = \{\tilde{\alpha}_t: t = 1, \ldots, \tilde{s}\},
\]

where \( \alpha_i \) is in the same class with \( \alpha_j \) if \( y_{n,i} \) and \( y_{n,j} \) are in the same orbit. We also denote \( k_i \), the number of elements in the class \( \tilde{\alpha}_i \) for \( i = 1, \ldots, \tilde{s} \), i.e. \( k_i = \#G y_{n,i} \) with \( \alpha_i \) in the class \( \tilde{\alpha}_i \). From Proposition 3.2, we now have

\[
I_{\lambda_n}(v_n) \geq \sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i^{2/p} S_p(R^N) + \left( 1 - \sum_{i=1}^{s_1} \alpha_i \right)^{2/p} S_p(R^N) - o(1),
\]

with \( o(1) \to 0 \) as \( n \to \infty \). Let \( n \to \infty \) and we get

\[
k^{(p-2)/p} S_p(R^N) \geq d \geq S_p(R^N) \left( \sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i^{2/p} + \left( 1 - \sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i \right)^{2/p} \right). \tag{26}
\]
Since $k_i \geq k$, we have
\[
\sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i^{2/p} + \left(1 - \sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i\right)^{2/p} \geq k^{(p-2)/2} x^{2/p} + (1 - x)^{2/p},
\]
where
\[
x = \sum_{i=1}^{\tilde{s}_1} k_i \tilde{\alpha}_i.
\]
Because $\sigma = 1/(k + 1)$ and (25), we have $x \geq k/(k + 1)$, and this implies
\[
k^{(p-2)/2} x^{2/p} + (1 - x)^{2/p} \geq k^{(p-2)/2},
\]
with equality if and only if $x = 1$. From (26) we see that we need equality, and the only way this can happen is if $s_1 = k$, $y_{n,1} \in \Omega_n$, and $\sum_{i=1}^k \alpha_i = 1$. \(\square\)

Now we are ready to give the proof of Theorem 4.1.

Proof of Theorem 4.1. – We argue that there is $\lambda_k > 0$ such that $\lambda \geq \lambda_k$, and $v \in K^\sigma_G$ with $I_\lambda(v) < m_{\lambda,\sigma} + 1/\lambda$, implies
\[
\gamma_\lambda(v) > \max \left\{ 1 - \sigma, 4^{\frac{m_{\lambda,\sigma}^{p/(p-2)}}{S_p(C_{\lambda})^{p/(p-2)} + m_{\lambda,\sigma}^{p/(p-2)}}} \right\}.
\]
Indeed, if the statement above is false, there are $\lambda_n \to \infty$, and $v_n \in K^\sigma_{G,\lambda_n}$, such that $I_{\lambda_n}(v_n) < m_{\lambda_n,\sigma} + 1/\lambda_n$ and
\[
\gamma_{\lambda_n}(v_n) \leq \max \left\{ 1 - \sigma, 4^{\frac{m_{\lambda_n,\sigma}^{p/(p-2)}}{S_p(C_{\lambda_n})^{p/(p-2)} + m_{\lambda_n,\sigma}^{p/(p-2)}}} \right\}. \tag{27}
\]
By Propositions 4.3 and 4.4 we have
\[
\lim_{\lambda_n \to \infty} m_{\lambda_n,\sigma} \to k^{(p-2)/p} S_p(R^N),
\]
and again by Proposition 4.4 we obtain,
\[
\int_{\Lambda_{\lambda_n}} |v_n|^p \, d\mu \to 1,
\]
contradicting (27).

Now, by Theorem 4.2, for $\lambda \geq \lambda_k$, $m_{\lambda,\sigma}$ is achieved by $v \in K^\sigma_G$ (because $\gamma_\lambda(v) > 1 - \sigma/4$).
For $v_\lambda \in K^\sigma_{G,\lambda}$ critical point of $I_\lambda$ with $I_\lambda(v) = m_{\lambda,\sigma}$, we define
\[
w_\lambda = m_{\lambda,\sigma}^{1/(p-2)} v_\lambda. \tag{28}
\]
Then $w_\lambda$ is a solution of (8). Note that
\[
\int_{C_\lambda} |\nabla w_\lambda|^2 + w_\lambda^2 \, d\mu = \int_{C_\lambda} w_\lambda^p \, d\mu = m_{\lambda, \sigma}^{p/(p-2)}.
\] (29)

Part (i) of Theorem 4.1 follows from the construction of $w_\lambda$.

To prove (ii), assume by contradiction that there is a sequence $\lambda_n \to \infty$ such that the corresponding solutions $w_n$ of (8) have more than $k$ local maximum points. We shall derive a contradiction with (29).

Eventually by performing a rotation in $(x_0, x_1, \ldots, x_{N-1})$, and a translation in $x_N$ for each $n$, we can assume without loss of generality that $y_n = (\lambda_n, 0, \ldots, 0)$ is a local maximum of $w_n$. Let $r_n \to \infty$ such that $r_n/\lambda_n \to 0$ as $n \to \infty$. We denote
\[
u_n = T_{\lambda_n, r_n, y_n}(w_n) \in H^1(B_{r_n}(0)).
\]

Since $w_n$ are solutions of (8), we get that $u_n$ satisfies
\[
-\sum_{i,j=1}^{N-1} a_{ij}^n(x) \frac{\partial^2 u_n}{\partial x_i \partial x_j} + \sum_{i=1}^{N-1} b_i^n(x) \frac{\partial u_n}{\partial x_i} + u_n = u_n^{p-1}, \quad \text{in } B_{r_n}(0),
\]
where
\[
a_{ij}^n(x) = \delta_{ij} - \frac{x_i x_j}{\lambda_n^2} \quad \text{and} \quad b_i^n(x) = (N - 1) \frac{x_i}{\lambda_n^2}.
\]

Since $r_n/\lambda_n \to 0$, it is easy to check that $a_{ij}^n(x) \to \delta_{ij}$ and $b_i^n(x) \to 0$, uniformly in $B_{r_n}(0) \subset \mathbb{R}^N$. Elliptic theory (see [15]) gives
\[
u_n \to u \quad \text{in } C^2_{\text{loc}}(\mathbb{R}^N),
\]
where $u$ is a solution of
\[
-\Delta u + u = u^{p-1} \quad \text{in } \mathbb{R}^N.
\]
(31)

Since $y_n$ is a local maximum for $w_n$ and $w_n(y_n) \geq 1$ for all $n$, it follows $0 \in \mathbb{R}^N$ is a local maximum for $u_n$, hence for $u$. Therefore, $u$ is a nonzero solution of (31). By Fatou’s lemma and since $u_n \in H^1(B_{r_n}(0))$ and $u_n \geq 0$ for all $n$, we have $u \in H^1(\mathbb{R}^N)$ and $u \geq 0$.

The only nonnegative, nonzero solution with its maximum at 0 of (31) in $H^1(\mathbb{R}^N)$, is
\[
u(x) = S_p(\mathbb{R}^N)^{1/(p-2)} U(x).
\]

Since $U$ has only one maximum point which is a nondegenerate critical point of $U$ at 0, we get that for any $\rho > 0$, when $n$ is sufficiently large $u_n$ has only one maximum in $B_\rho(0)$ and therefore $w_n$ has only one maximum in $B_{\lambda_n, \rho}(y_n)$. This is by now a standard argument following [24]. Therefore there is a sequence $\rho_n \leq r_n$ satisfying $\rho_n \to \infty$ as $n \to \infty$ such that $y_n$ is the only local maximum of $w_n$ in $B_{\lambda_n, \rho_n}(y_n)$. Up to a subsequence,
we get by a direct calculation and by (30)

\[
S_p(\mathbb{R}^N)^{p/(p-2)} = \lim_{\rho \to 0} \frac{1}{\rho^N} \int_{B_\rho(0)} |\nabla u|^2 + u^2 \leq \lim_{n \to \infty} \frac{1}{\rho_n} \int_{B_{\rho_n}(0)} |\nabla u_n|^2 + u_n^2
\]

\[
= \lim_{n \to \infty} \int_{B_{\rho_n}(y_n)} |\nabla w_n|^2 + w_n^2 d\mu = \lim_{n \to \infty} \int_{B_{\rho_n}(y_n)} w_n^p d\mu. \tag{32}
\]

By assumption, let \( \{y_{n,1}, y_{n,2}, \ldots, y_{n,k+1}\} \) maximum points of \( w_n \). Performing the argument above at each of these points, we may assume for the same \( \rho_n \)

\[
B_{\rho_n}(y_{n,i}) \cap B_{\rho_n}(y_{n,j}) = \emptyset, \quad \text{for } i \neq j. \tag{33}
\]

From (29), (32), Propositions 4.3 and 4.4 we get

\[
kS_p(\mathbb{R}^N)^{p/(p-2)} = \lim_{\rho \to 0} \frac{1}{\rho^N} \int_{B_\rho(0)} |\nabla w_n|^2 + w_n^2 d\mu \geq (k + 1)S_p(\mathbb{R}^N)^{p/(p-2)}.
\]

This provides the desired contradiction.

Now, we argue that the number of local maxima is exactly \( k \), and they form a \( G \)-orbit in \( \Omega \). Indeed, from (32), (28) and (33), we obtain

\[
\lim_{n \to \infty} \int_{B_{\rho_n}(y_n)} w_n^p d\mu \geq \frac{1}{k}.
\]

Since

\[
\int_{\Lambda_n} v_n^p d\mu \to 1,
\]

it follows that for \( n \) sufficiently large, \( y_n \in \Pi_n \). This implies there are at least \( k \) local maxima. By (32), this in turn also implies \( y_n \in \Omega_n \), for otherwise we would have

\[
\liminf_{n \to \infty} \int_{\Lambda_n} v_n^p d\mu > 1.
\]

The fact that local maxima form an orbit is a consequence of the fact that \( w_\lambda \) has exactly \( k \) local maximum points, and at least one of them is in \( \Omega_\lambda \).

Part (iii) follows by the arguments in (ii), and the fact that \( v_\lambda \) is a minimizer in \( K_{G,\lambda}^\sigma \), which implies for \( r = r(\lambda) \to \infty \) with \( r(\lambda)/\lambda \to 0 \) as \( \lambda \to \infty \)

\[
\int_{\mathcal{C}_\lambda \cup \bigcup_{j=1}^k B_{\rho_j}(y_{\lambda,j})} |\nabla v_\lambda|^2 + v_\lambda^2 d\mu \to 0, \quad \text{as } \lambda \to \infty.
\]

Taking \( r(\lambda) = \sqrt{\lambda} \), we get the result.
Part (iv) is direct consequence of Proposition 4.4.

Finally, (v) follows from (ii) since $\Sigma_w > \tilde{G}$ implies $w$ has more than $k$ local maxima.

Proof of Theorem 1.4. – Part (ii) was proved in [10]. The modified inversion symmetry in $\mathbb{R}^N$, corresponds to the even symmetry in $x_N$ on $\mathcal{C}$. The rest of the properties in Theorem 1.4 follow from Theorem 4.1 and transformations (5) and (7).

Proof of Theorem 1.1. – For $N \geq 2$, we write $\mathbb{R}^N = \mathbb{R}^2 \times \mathbb{R}^{N-2}$ and for $k \geq 3$ consider $G_k = \mathbb{Z}_k \times O(N - 2)$ or $D_k \times O(N - 2)$. For these two group actions, the minimal orbit set has this $k$ as the number of points in each orbit.

5. Closing remarks

Remark 5.1. – We mention that although for $N = 2$ and $N \geq 4$ one can obtain the multiplicity result in Theorem 1.1 just by finding the minimum of $I_\lambda$ in the space $\mathcal{H}_{G_k,\lambda}$, our local minimization procedure in the space of symmetric functions is essential in order to obtain Theorems 1.1 and 1.4 in the case $N = 3$. For $N = 3$, a global minimization will only yield solutions with 1-bump (ground state), 2-bump (given by $\mathbb{Z}_2 \times O(2)$ symmetry), 4-, 6-, 12-bump (Example 2.3), and one radial solution. This phenomenon is similar to that for an elliptic problem on expanding annular domains studied in [4,8,12,19,23]. For the examples of higher dimensional tetrahedron or cube groups given in Example 2.6 with $N \geq 4$, a local minimization method is also needed if $l = N - 1$. In these cases, the global minimization only produces 2-bump solutions.

Remark 5.2. – For the exact symmetry of solutions, we need the maximality condition (Definition 1.3), which seems necessary in some cases. For instance, the group $\mathbb{Z}_k$ given in Example 2.1 is not maximal with respect to the locally minimal orbit set there, and we believe in this case the solution one gets from Theorem 1.4 has exact symmetry $D_k$ instead of $\mathbb{Z}_k$. One may compare with another problem of similar spirit studied in [17].

Remark 5.3. – In a forthcoming paper we shall present a multiplicity result of a somewhat different nature, where the imposed group of symmetry is continuous subgroup of $O(N)$. These symmetries also make easier regaining of compactness and allow a larger parameter range.
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