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ABSTRACT. – In this paper, we study the stability of closed characteristics on a starshaped compact smooth hypersurface $\Sigma$ in $\mathbb{R}^{2n}$. We show that the Maslov-type mean index of such a closed characteristic is independent of the choice of the Hamiltonian functions, and prove that on $\Sigma$ either there are infinitely many closed characteristics, or there exists at least one nonhyperbolic closed characteristic, provided every closed characteristic possesses its Maslov-type mean index greater than 2 when $n$ is odd, and greater than 1 when $n$ is even. © Elsevier, Paris
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RÉSUMÉ. – Soit $\Sigma$ une hypersurface étoilée compacte, $C^2$, dans $\mathbb{R}^{2n}$, qui est obtenue par la méthode de variation directe. Dans cet article, nous étudions la stabilité des caractéristiques fermées sur $\Sigma$. Nous démontrons que l’indice moyen de type de Maslov d’une telle caractéristique fermée ne dépend pas du choix des fonctions Hamiltoniennes. Si on suppose qu’il n’existe qu’un nombre fini de caractéristiques fermées, alors il existe au moins une caractéristique fermée nonhyperbolique sur $\Sigma$ si pour toute

1. Partially supported by the Qiu Shi Sci. and Tech. Foundation.
2. Partially supported by NNSF and MCSEC of China and the Qiu Shi Sci. and Tech. Foundation.
3. Associate member of ICTP.
1. INTRODUCTION AND MAIN RESULTS

In this paper, we consider the Maslov-type index theory for star-shaped Hamiltonian systems and generalize certain results of fixed energy problems on convex hypersurfaces of [10] and [21] to the fixed energy problems on star-shaped hypersurfaces in $\mathbb{R}^{2n}$. We study the stability of closed characteristics on given compact $C^2$ hypersurfaces in $\mathbb{R}^{2n}$ with $n \geq 2$ bounding a star-shaped set with nonempty interior.

A $C^2$ compact hypersurface $\Sigma$ in $\mathbb{R}^{2n}$ is star-shaped, if it bounds an open set $\Gamma(\Sigma)$, and there exists a point $x_0(\Sigma) \in \Gamma(\Sigma)$ such that the tangent plane of $\Sigma$ at any point $x \in \Sigma$ does not pass through $x_0(\Sigma)$. We denote by $S(\mathbb{R}^{2n})$ the set of all such hypersurfaces in $\mathbb{R}^{2n}$ and by $S_0(\mathbb{R}^{2n})$ the subset of all such $\Sigma$ with $x_0(\Sigma) = 0$. For $\Sigma \in S(\mathbb{R}^{2n})$, without loss of generality we suppose $x_0(\Sigma) = 0$. Let $j_\Sigma : \mathbb{R}^{2n} \to [0, +\infty)$ be the gauge function of $\Gamma(\Sigma)$ defined by

$$j_\Sigma(0) = 0, \quad j_\Sigma(x) = \inf \left\{ \lambda > 0 \mid \frac{x}{\lambda} \in \Gamma(\Sigma) \right\} \text{ for } x \in \mathbb{R}^{2n} \setminus \{0\}. \quad (1.1)$$

For $x \in \Sigma$ let $N_\Sigma(x)$ be the unit outward normal vector of $\Sigma$ at $x$. We consider the given energy problem of finding $\tau > 0$ and an absolutely continuous curve $x : [0, \tau] \to \mathbb{R}^{2n}$ such that

$$\left\{ \begin{array}{l}
\dot{x}(t) = JN_\Sigma(x(t)), \quad x(t) \in \Sigma, \quad \forall t \in \mathbb{R}, \\
x(\tau) = x(0),
\end{array} \right. \quad (1.2)$$

where $J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$ is the standard symplectic matrix on $\mathbb{R}^{2n}$ with $I_n$ being the identity matrix on $\mathbb{R}^n$. The symplectic group is defined by $Sp(2n) = \{ M \in \mathcal{L}(\mathbb{R}^{2n}) | M^TJM = J \}$, where we denote by $M^T$ the transpose of $M$ and $\mathcal{L}(\mathbb{R}^{2n})$ the set of all $2n \times 2n$ real matrices. A non-constant solution $(x, \tau)$ of (1.2) with $\tau > 0$ being the minimal period of $x$ is called a closed characteristic on $\Sigma$. Denote by $\mathcal{J}(\Sigma)$ the set of all closed characteristics on $\Sigma$. The existence of at least one closed characteristic on any $\Sigma \in S(\mathbb{R}^{2n})$ was first established by P. Rabinowitz in his pioneering work [24] in 1978.
For a given $\Sigma \in S(\mathbb{R}^{2n})$, we define a Hamiltonian function $H_4 : \mathbb{R}^{2n} \to [0, +\infty)$ by

$$H_\alpha(x) = j_\Sigma(x)^\alpha, \quad \forall x \in \mathbb{R}^{2n}, \text{ and } \alpha > 1. \quad (1.3)$$

Then $H_4 \in C^2(\mathbb{R}^{2n}, \mathbb{R})$ and $\Sigma = H_4^{-1}(1)$. It is well known that the problem (1.2) is equivalent to the following problem

$$\begin{cases}
\dot{x}(t) = JH'_4(x(t)), & H_4(x(t)) = 1, \quad \forall t \in \mathbb{R}, \\
x(\tau) = x(0).
\end{cases} \quad (1.4)$$

Denote by $\mathcal{J}_4(\Sigma)$ the set of all solutions $(x, \tau)$ of the problem (1.4) with $\tau$ being the minimal period of $x$. Note that $\mathcal{J}(\Sigma)$ and $\mathcal{J}_4(\Sigma)$ are 1-1 correspondent to each other. For $(x, \tau) \in \mathcal{J}_4(\Sigma)$, the linearized system of (1.4) at $(x, \tau)$ is given by

$$\begin{cases}
\dot{y}(t) = JH''_4(x(t))y(t), & \forall t \in \mathbb{R} \\
y(\tau) = y(0).
\end{cases} \quad (1.5)$$

The fundamental solution $\gamma_\times$ of (1.5) is a path in $Sp(2n)$ starting from $I_{2n}$. There is a Maslov-type index theory on $\gamma_\times$ which was defined as an integer pair $(i_\tau(x), \nu_\tau(x))$ (cf: [5], [23], [17], [19], and [22]).

In order to get the periodic solutions of problem (1.4), we consider the fixed period problem of the following star-shaped Hamiltonian system

$$\begin{cases}
\dot{x}(t) = JH'_4(x(t)), \\
x(1) = x(0)
\end{cases} \quad (1.6)$$

This problem is equivalent to finding the critical points of the following action functional on the Hilbert space $E = W^{1/2,2}(S^1, \mathbb{R}^{2n})$

$$f(x) = \frac{1}{2} \int_0^1 (-J\dot{x}, x) \, dt - \int_0^1 H_4(x(t)) \, dt, \quad \forall x \in E. \quad (1.7)$$

The fundamental solution matrix $\gamma_\times$ of (1.5) is a path in $Sp(2n)$ starting from $I_{2n}$. The Floquet multipliers of $(x, \tau)$ are defined to be the eigenvalues of $\gamma_\times(\tau)$. By Lemma 3.3 below, the Floquet multipliers with their multiplicity and Krein signs of $(x, \tau) \in \mathcal{J}_4(\Sigma)$ do not depend on the particular choice of the Hamiltonian function in (1.6). Thus the following definition makes sense.

**Definition 1.1.** – A closed characteristic $(x, \tau) \in \mathcal{J}_4(\Sigma)$ is hyperbolic if as a solution of (1.4), $1$ is a double Floquet multiplier of $\gamma_\times(\tau)$ and all other
Floquet multipliers of \( \gamma_x(\tau) \) are not on the unit circle \( U \) in the complex plane \( \mathbb{C} \). It is elliptic, if all the Floquet multipliers of \( \gamma_x(\tau) \) are on \( U \).

For any \((x, \tau) \in J_4(\Sigma)\) and \( m \in \mathbb{N} = \{1, 2, \cdots \}\), the \( m \)-th iteration \( x^m \) of \( x \) is defined by

\[
x^m(t) = x(t - j\tau) \quad \text{for} \quad j\tau \leq t \leq (j + 1)\tau, \quad 0 \leq j \leq m - 1 \quad (1.8)
\]

This is simply \( x \) itself viewed as an \( m\tau \)-periodic function. The Maslov-type index theory assigns to the iteration sequence \( \{x^m\} \) of each solution \((x, \tau) \in J_4(\Sigma)\) a sequence of integers \( \{(i_{m\tau}(x^m), \nu_{m\tau}(x^m))\}_{m \in \mathbb{N}} \) through the associated symplectic path \( \gamma_x \) of \( x \). The Maslov-type mean index of \( x \) per period \( \tau \),

\[
\hat{i}_{\tau}(x) := \lim_{m \to \infty} \frac{i_{m\tau}(x^m)}{m}.
\]

was first defined by the second author of this paper in [20]. In the section 3, we prove that the Maslov-type mean index for closed characteristics on starshaped hypersurfaces is a geometric concept, it is independent of the choice of the Hamiltonian functions. (see Theorem 3.1 below).

Let \( x \) be a nonconstant critical point of \( f \) in \( E \), \( h = H_4(x) \), and \( \frac{1}{m} \) be the minimal period of \( x \) for some \( m \in \mathbb{N} \). Define

\[
x_\Sigma(t) = h^{-\frac{1}{2}}x(h^{-\frac{1}{2}}t) \quad \text{and} \quad \tau = \frac{1}{m} h^{\frac{1}{2}}. \quad (1.9)
\]

Then there hold \( x_\Sigma(t) \in \Sigma \) for all \( t \in \mathbb{R} \) and thus \((x_\Sigma, \tau) \in J_4(\Sigma)\). Note that the period 1 of \( x \) corresponds to the period \( m\tau \) of the solution \((x^m_\Sigma, m\tau)\) of (1.4) with minimal period \( \tau \).

On the other hand, every solution \((x, \tau) \in J_4(\Sigma)\) gives rise to a sequence \( \{x_m\}_{m \in \mathbb{N}} \) of solutions of the problem (1.6), which is also a sequence of critical points of \( f \) in \( E \):

\[
x_m = (m\tau)^{\frac{1}{2}}x(m\tau t), \quad \forall m \in \mathbb{N}. \quad (1.10)
\]

**Theorem 1.2.** – On every \( \Sigma \in \mathcal{S}(\mathbb{R}^{2n}) \), either there exist infinitely many closed characteristics, or there exists at least one non-hyperbolic closed characteristic, provided every closed characteristic on \( \Sigma \) possesses its Maslov-type mean index greater than 2 when \( n \) is odd, and greater than 1 when \( n \) is even.

This result is related to the works on the stability problem of I. Ekeland in [11] and of Y. Long in [21], as well as the problem 3 proposed at the end.
of Ekeland’s celebrated book [10] in 1990. Up to the authors’ knowledge, it seems that except our above theorem on the star-shaped hypersurfaces so far all the other stability results for closed characteristics obtained by variational methods on given energy hypersurfaces are only proved for convex (or similarly for concave) cases. We refer also the readers to works of I. Ekeland, G. Dell’Antonio, and B. D’Onofrio in [6], [7], and [12], and the references therein.

### 2. THE MASLOV-TYPE INDEX AND THE GALERKIN APPROXIMATION

Let $\Sigma$ be a compact $C^2$ hypersurface in $\mathbb{R}^{2n}$ strictly star-shaped with respect to the origin. We shall consider the closed characteristics of $\Sigma$ which is the periodic solution of

$$\dot{x} = JN_{\Sigma}(x),$$

(2.0)

where $N_{\Sigma}(x)$ is the outward normal, normalized by the condition $(N_{\Sigma}(x), x) = 1$, here $(\cdot, \cdot)$ denotes the inner product in $\mathbb{R}^{2n}$.

If $H(x) \in C^2(\mathbb{R}^{2n}, \mathbb{R})$ is a function such that $\Sigma = H^{-1}(1)$ and $1$ is a regular value of $H$, it is well known that the periodic solutions of (2.0) coincide with those periodic solutions of

$$\dot{x} = JH'(x), \quad x(t) \in \Sigma, \quad \forall t \in \mathbb{R}.$$

We denote by $\Gamma(\Sigma)$ the open set bounded by $\Sigma$. Let $j_{\Sigma} : \mathbb{R}^{2n} \to [0, +\infty)$ be the gauge function of $\Gamma(\Sigma)$ defined by

$$j_{\Sigma}(0) = 0 \text{ and } j_{\Sigma}(x) = \inf \left\{ \lambda \left| \frac{x}{\lambda} \in \Gamma(\Sigma) \right. \right\} \text{ for } x \neq 0.$$

In this paper we choose the Hamiltonian function to be

$$H(x) = H_4(x) = j_{\Sigma}(x)^4, \quad \forall x \in \mathbb{R}^{2n}.$$

It is well known that $H_4 \in C^2(\mathbb{R}^{2n}, \mathbb{R})$ and $\Sigma = H_4^{-1}(1)$. In the following we consider the fixed energy problem

$$\left\{ \begin{array}{ll}
\dot{x}(t) = JH'_4(x(t)), & H_4(x(t)) = 1, \\
x(\tau) = x(0), & \forall \tau \in \mathbb{R},
\end{array} \right.$$

(2.1)

for $(x, \tau)$ with $\tau > 0$. As usual, we set $E = W^{1/2,2}(S^1, \mathbb{R}^{2n})$, where $S^1 = \mathbb{R}/\mathbb{Z}$. This is a Hilbert space whose norm and inner product are
denoted by $\| \cdot \|$ and $\langle \cdot , \cdot \rangle$ respectively. The space $E$ consists of all $z \in L^2(S^1, \mathbb{R}^{2n})$ whose Fourier series
\[ z(t) = a_0 + \sum_{j=1}^{\infty} (a_j \cos(2j\pi t) + b_j \sin(2j\pi t)) \]
satisfies
\[ \|z\|^2 = |a_0|^2 + \frac{1}{2} \sum_{j=1}^{\infty} j(|a_j|^2 + |b_j|^2) < \infty, \]
where $a_j, b_j \in \mathbb{R}^{2n}$. Let $L_c(E)$ and $L_s(E)$ denote the set of linearly compact operators and the set of bounded self-adjoint operators on $E$, respectively. For $B(t) \in C(S^1, L_s(\mathbb{R}^{2n}))$, we define two operators $A, B \in L_s(E)$ by extending the bilinear forms
\[ \langle Ax, y \rangle = \int_0^1 (-J\dot{x}, y) \, dt, \]
\[ \langle Bx, y \rangle = \int_0^1 (B(t)x, y) \, dt \] (2.2)
to $E$. Clearly, $\ker A = \mathbb{R}^{2n}$. $A$ is a Fredholm operator with $\text{ind} A = 0$, and $B \in L_c(E)$. Using the Floquet theory we have
\[ \nu_1 \equiv \dim \ker (R(1) - I_{2n}) = \dim \ker (A - B), \]
where $R(t)$ is the fundamental solution of the linear Hamiltonian system
\[ \dot{y} = JB(t)y. \]
$R(t)$ is a symplectic matrix for every time $t$ with $R(0) = I_{2n}$. It is equipped with a pair of integers:
\[ (i_1, \nu_1) \in \mathbb{Z} \times \{0, 1, \cdots, 2n\}, \]
the Maslov-type index of $B(t)$ (cf. [5], [23], [17] and [22])

Let $\Gamma = \{P_m, m = 0, 1, \cdots\}$ be an usual Galerkin approximation frame with respect to $A$, i.e., $\Gamma$ is a sequence of orthogonal projections satisfying the following conditions:

(i) $P_0E = \ker A$, $E_m = P_mE$ is finite dimensional for $m \geq 1$.
(ii) $P_mP_{m+1} = P_{m+1}P_m = P_m$, $\forall m$.
(iii) $P_mx \to x$, as $m \to +\infty$ $\forall x \in E$.
(iv) $P_mA = AP_m$, $\forall m$. 

We denote by $M^+_d(D)$, $M^-_d(D)$ and $M^0_d(D)$ the eigenspaces of a self-adjoint operator $D$ corresponding to the eigenvalue $\lambda$ belonging to $[d, +\infty)$, $(-\infty, -d]$ and $(-d, d]$, respectively for $d > 0$. We also denote by $M^+(D)$, $M^-(D)$ and $M^0(D)$ the positive, negative and null spaces of a self-adjoint operator $D$, respectively. For any $L \in L^s(E)$ we denote by $L^\# = (L|_{ImE})^{-1}$ and $L_m = (P_m L P_m)|_{P_m E} : P_m E \to P_m E$. When 0 is not an essential spectrum point of $L$, $L^\#$ is a bounded operator. We shall need the following result of T. Wang and G. Fei [28] (cf. also [13]).

**Lemma 2.1** (Theorem 2.1 of [28]). For any $B(t) \in C(S^1, L_s(\mathbb{R}^{2n}))$ with the Maslov-type index $(i_1, \nu_1)$ and any constant $0 < d < \frac{1}{4} \|(A - B)^\#\|^{-1}$, for large number $m$ we have

\begin{align*}
\dim M^+_d(P_m(A - B)P_m) &= \frac{1}{2} \dim(P_m E) - i_1 - \nu_1, \\
\dim M^-_d(P_m(A - B)P_m) &= \frac{1}{2} \dim(P_m E) + i_1, \\
\dim M^0_d(P_m(A - B)P_m) &= \nu_1,
\end{align*}

where $B$ is the operator defined by (2.2) corresponding to $B(t)$.

3. THE INVARIANCE OF THE MASLOV-TYPE MEAN INDEX AND THE RELATION WITH THE EKELAND MEAN INDEX

Given a function $H \in C^2(\mathbb{R}^{2n}, \mathbb{R})$, we consider the Hamiltonian system

$$\dot{x} = JH'(x).$$

(3.1)

It is well known that every solution of (3.1) lie on some energy surface $\Sigma = \{x \in \mathbb{R}^{2n} | H(x) = b\}$ for some $b \in \mathbb{R}$. Suppose $x \in C^1(\mathbb{R}, \mathbb{R}^{2n})$ is a $\tau$-periodic solution on the energy surface $\Sigma$. Replacing $H(x)$ by $H(x)/b$, without loss of generality, we suppose $b = 1$. The linearized system of (3.1) at $x$ is defined by

$$\dot{y} = JH''(x(t))y.$$

(3.2)

In this section, we denote by $\mathcal{E}(\mathbb{R}^{2n})$ the set of all energy surfaces $\Sigma$ which is a compact $C^2$ hypersurface in $\mathbb{R}^{2n}$, bounding a domain with origin in its interior, and there exists a function $H$ satisfying the following conditions

(H1) $H \in C^2(\mathbb{R}^{2n}, \mathbb{R})$,

(H2) $\Sigma = \{x | H(x) = 1\}$,

(H3) $\forall x \in \Sigma, H'(x) \neq 0$,

(H4) $\forall x \in \Sigma, H'(x)$ coincides with the outward normal direction of $\Sigma$. 

By the Lemmas 2 and 3 of [29], a compact hypersurface of contact type has a naturally defined “inside” and “outside”. If a vector field $\eta$ on $(\mathbb{R}^{2n}, \omega)$ is a symplectic dilation (i.e. $L_\eta \omega = \omega$), and $H$ is a function having $\Sigma$ as a regular level surface, then $\langle dH, \eta \rangle = -\omega(\eta, X_H) \neq 0$. So if $\eta$ which is transverse to $\Sigma$ is outward and $\langle dH, \eta \rangle > 0$, then $H'(x)$ satisfies the condition (H4). Therefore, the case with conditions (H1)-(H4) include the contact type hypersurfaces. In [26] the existence of closed orbit on contact type hypersurface was proved. For $\Sigma \in \mathcal{E}(\mathbb{R}^{2n})$ we denote by $\mathcal{H}(\Sigma)$ the set of all the functions which satisfying the conditions (H1)-(H4), and denote by $\mathcal{J}(\Sigma, H)$ the set of all closed characteristics of (3.1) on $\Sigma$. In the appendix of this paper we briefly review the $\omega$-index theory for symplectic paths starting from identity $I_{2n}$. The main result of this section is the following invariant theorem about the Maslov-type mean index.

**Theorem 3.1.** For any $\Sigma \in \mathcal{E}(\mathbb{R}^{2n})$ and $H, G \in \mathcal{H}(\Sigma)$. If $(x, \tau) \in \mathcal{J}(\Sigma, H)$, then there exists a $C^1$-increasing diffeomorphism $\sigma : [0, \tau] \to [0, \mu]$ such that $(z_\sigma, \mu) \in \mathcal{J}(\Sigma, G)$ with $z_\sigma(t) = x(\sigma^{-1}(t))$. We denote by $\hat{i}(\tau, x, H)$ and $\hat{i}(\mu, z_\sigma, G)$ the Maslov-type mean indices per period of the periodic solutions $(\tau, x)$ and $(\mu, z_\sigma)$ respectively. Then there holds

$$\hat{i}(\tau, x, H) = \hat{i}(\mu, z_\sigma, G).$$

In order to prove Theorem 3.1, we need the following Lemmas.

**Lemma 3.2.** Let $H, G \in \mathcal{H}(\Sigma)$ and $(x, \tau) \in \mathcal{J}(\Sigma, H)$. There is an increasing $C^1$-diffeomorphism $\sigma$ from $[0, \tau]$ onto an interval $[0, \mu]$ such that $(z_\sigma, \mu) \in \mathcal{J}(\Sigma, G)$ with $z_\sigma := x(\sigma^{-1}(s))$.

**Proof.** We refer the readers to [24] and [10] for the details of the proof.

**Lemma 3.3.** Let $H$ and $G$ be the functions in Lemma 3.2. $(\tau, x)$ and $(\mu, z_\sigma)$ be defined in Lemma 3.2. Then $(\tau, x)$ and $(\mu, z_\sigma)$ have the same Floquet multipliers with the same multiplicity and the same Krein sign.

**Proof.** The proof of this Lemma is the same as the proof of Proposition I.6.13 of [10] since the convex condition is not actually needed in that proof.

Consider the functions $H$ and $G \in \mathcal{H}(\Sigma)$. We have two linearized systems

$$\dot{y} = JH''(x(t))y \quad (3.3)$$

and

$$\dot{y} = JG''(z_\sigma(s))y. \quad (3.4)$$

Annales de l'Institut Henri Poincaré - Analyse non linéaire
Let $R_H(t)$ and $R_G(s)$ be the fundamental solutions of (3.3) and (3.4) starting from the identity respectively. From Lemma 3.3, $R_H(\tau)$ and $R_G(\mu)$ have the same Floquet multipliers with the same multiplicity and the same Krein sign. Using notations in the section 5, we denote the $\omega$-index $i_{\tau,\omega}(R_H)$ of the symplectic path $R_H$ in $Sp(2n)$ by $i_{\tau,\omega}(H) = i_{\tau,\omega}(R_H)$ as well as $i_{\mu,\omega}(G) = i_{\mu,\omega}(R_G)$ for $\omega \in U = \{z \in \mathbb{C} \mid |z| = 1\}$.

**Lemma 3.4.** - $\mathcal{H}(\Sigma)$ is a nonempty convex set i.e., if $H, G \in \mathcal{H}(\Sigma)$, then $(1 - \lambda)H + \lambda G \in \mathcal{H}(\Sigma)$, $\forall \lambda \in [0, 1]$.

**Proof.** - By direct verification.

Note that the number of discontinuous points of $i_{\tau,\omega}(H)$ as a function of $\omega \in U$ is bounded by $2n$, and the integral formula of the mean index (cf. (5.9)), to prove Theorem 3.1 we start from the following result.

**Proposition 3.5.** - If $\omega \in U$ and $\omega \notin \sigma(R_H(\tau)) = \sigma(R_G(\mu))$, there holds

$$i_{\tau,\omega}(R_H|_{[0, \tau]}) = i_{\mu,\omega}(R_G|_{[0, \mu]}).$$

(3.5)

In order to prove this proposition, as in [10], we consider $i_{t,\omega}(\gamma)$ as a function of $t > 0$. From the definition of $\omega$-index, we have the following result.

**Lemma 3.6.** - If $det(\gamma(t) - \omega I) \neq 0$, $\forall t \in [t_0, t_1]$, then

$$i_{t_0,\omega}(\gamma) = i_{t_1,\omega}(\gamma).$$

(3.6)

**Proof.** - Let $\sigma(t) = t_1t_0$, and $\phi(t) = \gamma \circ \sigma(t)$. Then $i_{t_0,\omega}(\gamma) = i_{t_1,\omega}(\phi)$ by the Theorem 5.4 of the $\omega$-index (cf. [20]). By the assumption $\det(\gamma(t) - \omega I) \neq 0$, $\forall t \in [t_0, t_1]$, $\phi|_{[0, t_1]}$ and $\gamma|_{[0, t_1]}$ are homotopic (see Definition 5.3). Therefore by Theorem 5.6 (Theorem 2.14 of [20]), (3.6) holds.

**Proof of the Proposition 3.5.** - Let $F_{\lambda}(x) = (1 - \lambda)H(x) + \lambda G(x)$, then $F_{\lambda} \in \mathcal{H}(\Sigma)$. $(\tau_{\lambda}, x_{\lambda})$ is defined as in Lemma 3.2. $\tau_0 = \tau, \tau_1 = \mu, x_0 = x, x_1 = z_{\sigma}$. Let $R_{F_{\lambda}}(t)$ be the fundamental solution of

$$\dot{y} = JB_{\lambda}(t)y$$

(3.7)

where $B_{\lambda}(t) = F_{\lambda}'''(x_{\lambda}(t))$. By the definition of $\mathcal{H}(\Sigma)$, we can suppose

$$H'(x) = \eta(x)G'(x), \quad \forall x \in \Sigma,$$
where $\eta(x)$ is a positive $C^1$-function of $x$ defined on $\Sigma$. Then there hold
\[ H'(x) = \eta(x)F'_\lambda(x) \quad \text{with} \quad \eta(x) = \frac{\eta(x)}{(1 - \lambda)\eta(x) + \lambda}. \]

By direct computation, we obtain
\[ x_\lambda(t) = x(\sigma^{-1}_\lambda(t)) \quad \text{with} \quad \sigma_\lambda(s) = \int_0^s \eta(x(t)) \, dt, \]
\[ \tau_\lambda = \int_0^\tau \eta(x(t)) \, dt, \]
where $(\tau, x)$ is a $\tau$-periodic solution of the system (3.1) with the Hamiltonian function $H = F_\lambda$. Since $F(\lambda, x) := F_\lambda(x)$ is $C^2$ depending on $x$ and $C^\infty$ depending on $\lambda$, so $x_\lambda(t)$ and $B_\lambda(t)$ are continuous in $\lambda$. Thus $\tau_\lambda$ and $\gamma_\lambda := R_{F_\lambda}$ are continuous in $\lambda$. By the condition $\omega \notin \sigma(R_{H_\lambda}(\tau))$, Lemmas 3.2, 3.3 and the above discussion, there holds $\omega \notin \sigma(\gamma_\lambda(\tau_\lambda))$ for all $\lambda \in [0, 1]$. Define $\Gamma(\lambda, s) = \gamma_\lambda(s)$. Then $\Gamma : [0, 1] \times [0, 1] \to \text{Sp}(2n)$ is an $\omega$-homotopy in the sense of [20] (see Definition 5.3). Thus by Theorem 5.6, $\Gamma(0, \cdot)$ and $\Gamma(1, \cdot)$ have the same $\omega$-index. Since $\Gamma(0, \cdot)$ and $\Gamma(1, \cdot)$ are rescalings of $\gamma_0(\cdot)$ and $\gamma_1(\cdot)$ respectively, so $\gamma_0$ and $\gamma_1$ have the same $\omega$-index. Therefore (3.5) holds.

**Proof of the Theorem 3.1.** - From Proposition 5.6 and Proposition 3.5, there holds
\[ \hat{i}(\tau, x, H) = \frac{1}{2\pi} \int_0^{2\pi} i_{\tau, e^{\sqrt{-1}\theta}}(H) \, d\theta \]
\[ = \frac{1}{2\pi} \int_0^{2\pi} i_{\mu, e^{\sqrt{-1}\theta}}(G) \, d\theta = \hat{i}(\mu, z_\sigma, G). \]

If $\Sigma \in \mathcal{E}(\mathbb{R}^{2n})$ is a strictly convex hypersurface of $\mathbb{R}^{2n}$, and $H \in \mathcal{H}(\Sigma)$ with $H''(x)$ positive definite for all $x \in \Sigma$. To understand the relation between the Maslov-type index and the Ekeland index (cf. [10]), note that in [10] the standard symplectic matrix has a sign difference from ours defined in (1.2). So we need to consider the following Hamiltonian system
\[ \dot{x} = -JH'(x). \]
(3.8)

If $(\tau, x)$ is a $\tau$-periodic solution of (3.1), then $(\tau, \overline{x})$ with $\overline{x}(t) = x(-t)$ is a $\tau$-periodic solution of (3.8). The linearized system of (3.8) at the periodic solution $\overline{x}$ is
\[ \dot{y} = -JH''(x(-t))y. \]
(3.9)
In general, we consider the following linear Hamiltonian system
\[ \dot{y} = J B(t) y, \quad y \in \mathbb{R}^{2n}, \] (3.10)
where \( B(t) \) is a real \( 2n \times 2n \) \( \tau \)-periodic continuous symmetric matrix. Let \( \gamma_B(t) \) be the fundamental solution of (3.10), it is well known that \( \gamma_B(t) \) is a symplectic path starting from identity matrix. Let \( \gamma_B(t) = -B(\tau) \), and \( \gamma_B(t) \) be the fundamental solution of the system (3.10) with the coefficient \( B(t) \). Denote by \((i^+(B), \nu^+(B))\) and \((i^-(\overline{B}), \nu^-(\overline{B}))\) the corresponding Maslov-type indices for \( \gamma_B \) and \( \gamma_B \) respectively.

**Proposition 3.7.** - There holds
\[ i^+_\tau(B) + i^-_{\tau}(\overline{B}) + \nu^+_\tau(B) = 0, \] (3.11)
\[ \nu^+_{\tau}(B) = \nu^+_{\tau}(\overline{B}). \] (3.12)

**Proof.** - Since \( \gamma_B(t + \tau) = \gamma_B(t) \gamma_B(\tau) \), there holds \( I = \gamma_B(0) = \gamma_B(-\tau) \gamma_B(\tau) \), then we have \( \gamma_B(-\tau) = \gamma_B(\tau)^{-1} \). From this we have
\[ \nu^+_{\tau}(B) = \text{dim ker}(\gamma_B(\tau) - I) = \text{dim ker}(\gamma_B(\tau)^{-1} - I) = \nu^+_{\tau}(\overline{B}). \]
So (3.12) holds. To prove (3.11) we take the the Hilbert space \( E = W^{\frac{1}{2}, 2}(S_\tau, \mathbb{R}^{2n}) \) with norm \(| \cdot |\) and inner product \( \langle \cdot, \cdot \rangle \), and define operators \( A, B, \) in \( E \) by
\[ \langle Ax, x \rangle = \int_0^\tau (-J \dot{x}, x) \, dt, \] (3.13)
\[ \langle Bx, x \rangle = \int_0^\tau (B(t)x, x) \, dt, \] (3.14)
and \( \overline{B} \) similarly defined as \( B \) corresponding to \( \overline{B}(t) \). For all \( x(t) \in E \) then \( \overline{x}(t) = x(-t) \in E \), there hold
\[ \langle A \overline{x}, \overline{x} \rangle = \int_0^\tau (J \dot{x}(-t), x(-t)) \, dt \]
\[ = \int_0^\tau (J \dot{x}(t), x(t)) \, dt \]
\[ = -\langle Ax, x \rangle, \] (3.15)
and
\[ \langle B \overline{x}, \overline{x} \rangle = \int_0^\tau (\overline{B}(t)x(-t), x(-t)) \, dt \]
\[ = \int_0^{-\tau} (B(t)x(t), x(t)) \, dt \]
\[ = -\langle Bx, x \rangle. \] (3.16)
So by definition, the spectral set satisfies
\[ \sigma(A - \overline{B}) = -\sigma(A - B). \tag{3.17} \]

By Lemma 2.1, for \( d > 0 \) and large number \( m \) we have
\[ \dim M_d^+(P_m(A - B)P_m) = \frac{1}{2} \dim(P_mE) - i_\tau(B) - \nu_\tau(B), \tag{3.18} \]
\[ \dim M_d^-(P_m(A - \overline{B})P_m) = \frac{1}{2} \dim(P_mE) + i_\tau(\overline{B}), \tag{3.19} \]
where \( B \) and \( \overline{B} \) is the operators corresponding to \( B(t) \) and \( \overline{B}(t) \) defined by (3.14) respectively, and \( P_m \), \( M_d^+(-) \) are defined as in Lemma 2.1. Now (3.17), (3.18) and (3.19) yield (3.11).

**Corollary 3.8.** Suppose \( (\tau, x) \) is a \( \tau \)-periodic solution of (3.1), then \( (\tau, \overline{x}) \) with \( \overline{x}(t) = x(-t) \) is a \( \tau \)-periodic solution of (3.8) and there hold
\[ i_\tau(x) + i_\tau(\overline{x}) + \nu_\tau(x) = 0, \tag{3.20} \]
\[ \nu_\tau(x) = \nu_\tau(\overline{x}). \tag{3.21} \]

We have the following result

**Theorem 3.9.** If \( \Sigma \in \mathcal{E}(\mathbb{R}^{2n}) \) is a strictly convex hypersurface in \( \mathbb{R}^{2n} \), and \( H \in \mathcal{H}(\Sigma) \) with \( H''(x) \) positive definite for all \( x \in \Sigma \). Let \( (\tau, x) \) be the \( \tau \)-periodic solution of (3.1). Then we have
\[ i_\tau^E(\overline{x}) + n = i_\tau(x), \tag{3.22} \]
where \( \overline{x}(t) = x(-t) \) and \( i_\tau^E(\overline{x}) \) is the Ekeland index of \( \overline{x} \) defined in [10].

**Proof.** By the Theorem 7.3 of [20], there holds
\[ i_\tau(\overline{x}) + \nu_\tau(\overline{x}) = -i_\tau^E(\overline{x}) - n. \tag{3.23} \]
This can also be obtained from [3] and (3.11). So (3.22) follows from (3.20), (3.21) and (3.23).

**Corollary 3.10.** If \( \Sigma \in \mathcal{E}(\mathbb{R}^{2n}) \) is a strictly convex hypersurface, and \( H \in \mathcal{H}(\Sigma) \) with \( H''(x) \) positive definite for all \( x \in \Sigma \). Let \( (\tau, x) \) be a \( \tau \)-periodic solution of (3.1). Then there holds
\[ \hat{i}_E(\tau, \overline{x}, H) = \tilde{i}(\tau, x, H). \]
where \( \hat{i}_E(\tau, \overline{x}, H) \) is the Ekeland mean index per period \( \tau \) of \( \overline{x} \), and \( \tilde{i}(\tau, x, H) \) is the Maslov-type mean index per period \( \tau \) of \( x \).

**Proof.** This follows directly from the definitions of Maslov-type mean index, Ekeland mean index, and (3.22).
4. PROPERTIES OF HYPERBOLIC CHARACTERISTICS

For $x \in E$, we define

$$f(x) = \frac{1}{2} \int_0^1 (-J\dot{x}, x) \, dt - \int_0^1 H_4(x(t)) \, dt. \quad (4.1)$$

It is clear that $f \in C^2(E, \mathbb{R})$ and the critical points of $f$ coincide with the solutions of the following problem

$$\begin{cases}
\dot{x}(t) = JH_4'(x(t)), \\
x(1) = x(0).
\end{cases} \quad (4.2)$$

If $x \in E$ is a nontrivial critical point of $f$ defined in (4.1), then $x$ is a nonconstant solution of problem (4.2). Its period is $\tau = 1$. We denote the corresponding Maslov-type index of $x$ by $(i_1(x), \nu_1(x))$. Let $h = H_4(x(t))$, and define

$$z(t) = h^{-\frac{1}{2}}x(h^{-\frac{1}{2}}t). \quad (4.3)$$

Then $z(t) \in \Sigma$ for all $t \in \mathbb{R}$ and $z$ is an $h^\frac{1}{2}$-periodic solution of the fixed energy problem (2.1) with $\tau = h^\frac{1}{2}$.

**Lemma 4.1.** For $z(t), x(t)$ defined above and $\tau = h^\frac{1}{2}$, there hold

$$i_\tau(z) = i_1(x) \quad \text{and} \quad \nu_\tau(z) = \nu_1(x). \quad (4.4)$$

**Proof.** We follow the idea of [21]. Let $\psi : [0, +\infty) \to \text{Sp}(2n)$ be the associated symplectic path of $x$, i.e., the fundamental solution of $\dot{y} = JH_4''(x(t))y$ with $\psi(0) = I_{2n}$. We define

$$\gamma(t) = \psi(h^{-\frac{1}{2}}t), \quad \forall t \in [0, +\infty). \quad (4.5)$$

Then using the positive homogeneity of $H_4''$ (Its degree is 2), we obtain that $\gamma : [0, +\infty) \to \text{Sp}(2n)$ is the fundamental solution of the system

$$\dot{y} = JH_4''(z(t))y \quad \text{with} \quad \gamma(0) = I_{2n}.$$ 

Thus by (3.23) there holds $\gamma(\tau) = \psi(1)$. This implies $\nu_\tau(z) = \nu_1(x)$. Since $\gamma|_{[0, \tau]}$ is only a rescaling of $\psi|_{[0, 1]}$, they are geometrically the same path in $\text{Sp}(2n)$. This yields $i_\tau(z) = i_\tau(\gamma|_{[0, \tau]}) = i_1(\psi|_{[0, 1]}) = i_1(x)$ and completes the proof. 

REMARK 4.2. – We note that replacing the function $H_4$ by function $H_\alpha$ with some $\alpha > 1$, Lemma 4.1 is still true with $z(t) = h^{-1/\alpha} x(h^{2-\alpha/\alpha} t)$ and $\tau = h^{\alpha - 2/\alpha}$.

We consider a nonconstant $\tau$-periodic solution $x$ of the given energy problem:

$$
\begin{align*}
\dot{x}(t) &= JH'_4(x(t)), \\
x(\tau) &= x(0),
\end{align*}
$$

(4.6)

and denote by $\gamma_x(t)$ the fundamental solution of the linearized system of (4.6) at $x(t)$

$$
\begin{align*}
\dot{y}(t) &= JH''_4(x(t))y(t), \\
y(\tau) &= y(0).
\end{align*}
$$

(4.7)

LEMMA 4.3. – If $x$ is a nonzero $\tau$-periodic solution of (4.6) and $\gamma_x$ is the fundamental solution of (4.7), there hold

$$
\gamma_x(\tau)x(0) = x(0),
$$

(4.8)

$$
\gamma_x(\tau)x(0) = 2\tau \dot{x}(0) + x(0).
$$

(4.9)

Proof. – The proof is similar to that of Lemma 1.7.3 in [10], and is omitted.

For

$$
M_1 = \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix}_{2i \times 2i}, \quad M_2 = \begin{pmatrix} A_2 & B_2 \\ C_2 & D_2 \end{pmatrix}_{2j \times 2j}
$$

being two even order matrices of square block form, we defined the $\odot$-product of $M_1$ and $M_2$ to be the $2(i + j) \times 2(i + j)$ matrix $M_1 \odot M_2$ (cf. [19], [21] [22] or [8])

$$
M_1 \odot M_2 = \begin{pmatrix} A_1 & 0 & B_1 & 0 \\ 0 & A_2 & 0 & B_2 \\ C_1 & 0 & D_1 & 0 \\ 0 & C_2 & 0 & D_2 \end{pmatrix},
$$

(4.10)

and $M_1^{\odot k}$ to be the $k$-times $\odot$-product of $M_1$. Note that the $\odot$-product is associative and the $\odot$-product of two symplectic matrices is still symplectic.

LEMMA 4.4. – For every solution $(x, \tau) \in J_4(\Sigma)$, there exist matrices $P \in \text{Sp}(2n)$ and $M \in \text{Sp}(2n - 2)$ such that there holds

$$
\gamma_x(\tau) = P(N_2(-1) \odot M)P^{-1}
$$

(4.11)
where we define

\[ N_2(a) = \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix} \in Sp(2)^0, \ \forall a \in \mathbb{R}. \]  

(4.12)

**Proof.** – This lemma was essentially proved in [21]. For reader’s convenience we enclose the proof here. Fix \((x, \tau) \in J_4(\Sigma)\), by Lemma 4.3, we have (4.8) and (4.9) Define

\[ \xi_1 = 2\tau \dot{x}(0), \ \xi_2 = x(0). \]  

(4.13)

We carry out the proof in three steps.

**Step 1.** – Since \(x = x(t)\) is a solution of (1.4), we have \(x(0) \in \Sigma\) and \(\dot{x}(0) = JH_4'(x(0))\), we obtain

\[ \xi_i^* J \xi_2 = 2\tau \dot{x}(0)^T J x(0) = 2\tau H_4'(x(0))^T J^T J x(0) = 2\tau (H_4'(x(0)), x(0)) = 8\tau H_4(x(0)) = 8\tau > 0. \]  

(4.14)

**Step 2.** – Now suppose \(\{\xi_1, \xi_2, \ldots, \xi_p\}\) form a Jordan block of \(\gamma_x(\tau)\) belonging to eigenvalue 1, i.e., setting \(\xi_0 = 0\), there holds

\[ \gamma_x(\tau) \xi_i = \xi_i + \xi_{i-1}, \ \forall 1 \leq i \leq p. \]  

(4.15)

As in the section 11 of [21] for \(1 \leq i, j \leq p\) by (5.2), we have

\[ \xi_i^* J \xi_j = (\gamma_x(\tau) \xi_i)^* J (\gamma_x(\tau) \xi_j) = \xi_i^* J \xi_j + \xi_{i-1}^* J \xi_j + \xi_i^* J \xi_{j-1} + \xi_{i-1}^* J \xi_{j-1}. \]  

(4.16)

This yield

\[ \xi_{i-1}^* J \xi_{j-1} + \xi_{i-1}^* J \xi_j + \xi_i^* J \xi_{j-1} = 0, \ \forall 1 \leq i, j \leq p, \]  

(4.17)

\[ \xi_i^* J \xi_j = 0 \ \forall 1 \leq i \leq p - j, \ 1 \leq j \leq [\frac{p}{2}], \]  

(4.18)

where \([a]\) is the integer part of \(a\) defined by \([a] = \max\{m \in \mathbb{Z} \mid m \leq a\}\) for \(a \in \mathbb{R}\), and (4.18) follows from (4.17) by induction.

Thus from (4.8), (4.9) and (4.18) we must have \(p = 2\), i.e., \(\xi_1\) and \(\xi_2\) form a Jordan block of \(\gamma_x(\tau)\) belonging to the eigenvalue 1.

**Step 3.** – Define

\[ \delta_1 = \frac{1}{\sqrt{8\tau}} \xi_1, \ \delta_2 = -\frac{1}{\sqrt{8\tau}} \xi_2, \]  

(4.19)

Then there hold
\[ \delta_1^*J\delta_2 = -1, \quad F \equiv \text{span}\{\delta_1, \delta_2\} = \text{span}\{\xi_1, \xi_2\}, \]  
(4.20)
i.e., \{\delta_1, \delta_2\} form a symplectic base for \(F\). Denote by \(K\) the \(2n \times 2\) matrix formed by \(\delta_1\) and \(\delta_2\) as the first and the second columns. From (4.14), (4.15), (4.19) and (4.20), we obtain \(\gamma_\tau(\tau)K = KN_2(-1)\). Now we can extend \(K\) to a matrix \(P \in \text{Sp}(2n)\) such that \(\delta_1\) and \(\delta_2\) form the first and the \((n + 1)\)-st columns of \(P\) and for some \(M \in \text{Sp}(2n - 2)\) such that (4.11) holds.

**Lemma 4.5.** Suppose \((x, \tau) \in J_4(\Sigma)\) is hyperbolic. Then
\[ i_{m\tau}(x^m) = mi_\tau(x), \quad \nu_{m\tau}(x^m) = 1, \quad \forall m \in \mathbb{N}. \]  
(4.21)

**Proof.** The proof follows from the argument in [21] and the above Lemma 4.4.

**Lemma 4.6.** Suppose there are only finitely many closed characteristics on \(\Sigma\), and all of them are hyperbolic with their mean Maslov-type index greater than 0. Then for every \(k \in \mathbb{N}\), there exists a solution \((x_k, \tau_k)\) of (4.6) for some \(\tau_k > 0\) with its Maslov-type index satisfying
\[ i_{\tau_k}(x_k) = n + 2k - 1. \]  
(4.22)

**Proof.** The essential ideas of this proof come from [27]. We use the notations defined in [27].

As in Lemma 2.2 of [27], we choose a function \(\phi : \mathbb{R}^+ \to \mathbb{R}\) such that \(\phi\) is \(C^3\), nonnegative, \(\phi(t) = \frac{a}{4}t^2\) near the origin. Further more, we need \(\phi(t) = t^\alpha\) in the interval \((\delta, A)\) for \(\delta > 0\) small and \(A > 0\) large enough to be chosen below, where \(\alpha = \alpha(a) \in (1, 2)\) will be very close to 2. More precisely, the following equation
\[ \frac{at^2}{4} = t^\alpha \]  
(4.23)
has a solution \(t_0 = (4/a)^{1/(2-\alpha)}\). For large \(a\), we can choose it suitably so that there is an open neighborhood \(U(\frac{aT}{2}, r)\) of \(\frac{aT}{2}\) with radius \(r > 0\) such that \(j\tau \notin U(\frac{aT}{2}, r)\) for all \(j \in \mathbb{N}\) and every \(\tau\) which is the minimal period of some periodic solution on \(\Sigma\). Here \(T\) is fixed and defined in (3.3) of [27]. Then we choose \(\alpha < 2\) and close to 2 such that \(\frac{a}{2} - \frac{\alpha a}{4} = \frac{a}{4}(2 - \alpha) < \frac{r}{2}\).
Now we define $\phi(t)$. When $0 \leq t \leq t_0/2$, we define $\phi(t) = \frac{at^2}{4}$, so $g(t) := \phi'(t)/t = \frac{a}{2}$. When $t \geq t_0$, we define $\phi(t) = \frac{t^\alpha}{2}$, so $g(t) = \phi'(t)/t = \alpha t^{\alpha-2}$ and $g(t_0) = \phi'(t_0)/t_0 = \frac{a\alpha}{2}$. Since $g(t_0/2)$ and $g(t_0)$ are contained in $U(\frac{a}{2}, \frac{r}{2})$, we can connect $\phi(t)$ from $t_0/2$ to $t_0$ such that $\phi'(t)/t \in U(a/2, r)$ for $0 < t \leq t_0$. From this definition, we note that $\phi'(t)/t$ is decreasing when $t > t_0$ and $\phi'(t)/t \to 0$ as $t \to +\infty$. Then we define $\delta = t_0$.

Set $\tilde{H}(x) = \phi(j\Sigma_j(x))$, and $U_A = \{x|\tilde{H}(x) \leq A\}$ for some large $A$. Following [27], we now truncate the function $\tilde{H}(x)$ near the infinity by constructing a function $H$, coinciding with $\tilde{H}$ on $U_A$, with $\frac{1}{2} \varepsilon |x|^2$ outside some large ball, such that $H'(x)$ does not vanish and $|H''(x)| \leq \varepsilon$ outside $U_A$ (see p. 624 of [27] for details).

We now consider the following Hamiltonian system with the $T$ fixed above,

\begin{equation}
\begin{aligned}
\dot{x}(t) &= JH'(x(t)), \\
x(0) &= x(T).
\end{aligned}
\end{equation}

Since $j\tau \notin U(aT/2, r)$ for all $j \in \mathbb{N}$ and $\tau$ being the minimal period of any solution on $\Sigma$, and $\phi'(t)/t \in U(a/2, r)$ for $0 < t \leq t_0$, by Lemmas 2.1 and 2.2 of [27] there is no $T$-periodic solution of (4.24) in the domain $\{x \in \mathbb{R}^{2n}|0 < H(x) \leq \delta\}$. Now we choose $\varepsilon > 0$ small enough so that $\varepsilon T < 2\pi$. Then by Yorke’s Theorem (cf. [30]), there is no $T$-periodic solution of (4.24) outside the domain $U_A$. Since (4.24) is autonomous, all nontrivial solutions of (4.24) must be contained in the domain $\{x \in \mathbb{R}^{2n}|\delta < H(x) \leq A\}$. It means that it is a solution of the following Hamiltonian system

\begin{equation}
\begin{aligned}
\dot{x}(t) &= JH'_\alpha(x(t)) \\
x(0) &= x(T).
\end{aligned}
\end{equation}

where $H_\alpha = j\Sigma_j(x)^\alpha$ with $\alpha \in (1, 2)$ and close to 2.

Since all the periodic solutions on $\Sigma$ are hyperbolic, all the solutions of (4.25) are also hyperbolic. By Proposition 4.1 of [21] and $1 < \alpha < 2$, the nullity of such a solution must be 1. Therefore, all solution orbits of (4.25) are non-degenerate critical manifolds in the sense of R. Bott.

Since there are only finitely many closed characteristics on $\Sigma$, and by the condition $\tilde{\iota}(x) > 0$ for all solution $x$ on $\Sigma$, from [27], for a large enough, there holds (see (8.12) of [27])

\begin{equation}
M(t) - \frac{1}{1-t^2} = (1+t)U(t),
\end{equation}
where $M(t)$ is the equivariant Morse series for nondegenerate critical orbits of the functional $F_K$ (defined in (3.3) of [27]) in $X^{-\eta} - X^{-b}$ for some small $\eta > 0$ and large $b > 0$, $X^s = \{ x \in E | F_K(x) \leq s \}$, and $U(t)$ is a series with nonnegative coefficients. From (4.26) and our above discussions, for each $k \in \mathbb{N}$, we obtain a nondegenerate critical orbit $u_k$ of $F_K$ with Morse index $d(K) + 2(k - 1)$, where $d(K)$ is defined by lemma 5.2 of [27]. The index defined by Lemma 6.4 of [27] of $u_k$ is

$$i'_T(u_k) = 2k - 2, \quad \nu'_T(u_k) = 1.$$ 

By the same reason of Lemma 1.3 of [21] and [3], we have the Maslov-type index of $u_k$ satisfies

$$i_T(u_k) = i'_T(u_k) + n = 2k - 2 + n, \quad \nu_T(u_k) = \nu'_T(u_k) = 1.$$

By the rescaling given in Remark 4.2, from this $u_k$ we obtain a solution $(z_k, \mu_k)$ on $\Sigma$. By Lemma 4.1, $z_k$ possesses the same Maslov-type index with that of $u_k$, i.e.,

$$i_{\mu_k}(z_k) = i_T(u_k) = 2k - 2 + n, \quad \nu_{\mu_k}(z_k) = \nu_T(u_k) = 1.$$

By further rescaling from $z_k$ as in [15] (or an analogue of Proposition I.7.5 of [10]), we get a solution $(x_k, \tau_k)$ of (4.6) with Hamiltonian function $H_4(x)$ such that

$$i_{\tau_k}(x_k) = i_{\mu_k}(z_k) + 1 = 2k - 1 + n, \quad \nu_{\tau_k}(x_k) = \nu_{\mu_k}(z_k) = 1.$$ 

This completes the proof of the lemma.

Now we can give the proof of our main result in this paper.

Proof of Theorem 1.2. - We prove the theorem indirectly by assuming there are only finitely many closed characteristics on $\Sigma$, and all of them are hyperbolic. Let $(x, \tau) \in J_4(\Sigma)$ with minimal period $\tau$, then by (4.21), we have $i_\tau(x) = i_\tau(x_k)$, and $i_{m \tau}(x^m) = m i_\tau(x)$. Thus the Maslov-type indices of all periodic solutions of (4.6) must be contained in the set \{mq | m \in \mathbb{N}, q_n < q \leq q_0\} for some integer $q_0$, where $q_n = \frac{3 - (-1)^n}{2}$. By the assumption of the theorem, applying Lemma 4.6, we obtain

$$Q(n) := \{ 2k - 1 + n | k \in \mathbb{N} \} \subset \{ mq | m \in \mathbb{N}, q_n < q \leq q_0 \}.$$ 

We now consider two cases according to the parity of $n$. 

Annales de l'Institut Henri Poincaré - Analyse non linéaire
If $n$ is odd, we can choose a prime number $p > \max\{q_0, n\}$, and define $k$ by $2k - 1 = 2p - n$, i.e., $2p = n + 2k - 1 \in \mathbb{Q}(n)$. Thus there are integers $m$ and $q \in (2, q_0]$ such that $2p = mq > 2q_0$. So we must have $m > 2$. But we also have $q > 2$, this contradicts to the choice of $p$.

If $n$ is even, we can choose a prime number $p > \max\{q_0, n\}$, and define $k$ by $2k - 1 = p - n$, i.e., $p = n + 2k - 1 \in \mathbb{Q}(n)$. Thus there exist integers $m$ and $q \in (1, q_0]$ such that $p = mq > q_0$, so we have $m > 1$. This contradicts to the choice of $p$.

5. APPENDIX.

THE $\omega$-INDEX THEORY FOR SYMPLECTIC PATHS

The $\omega$-index theory for continuous symplectic paths starting from the identity matrix $I$ was first established in [20]. In this section we give a brief introduction of this $\omega$-index theory without proofs. For details we refer to [20]. Denote by

$$\mathcal{P}_\tau(2n) = \{ \gamma \in C([0, \tau], \text{Sp}(2n)) : \gamma(0) = I_{2n} \}.$$  

For any $\omega \in U$, the unite circle in complex plane, and $M \in \text{Sp}(2n)$, define

$$D_\omega(M) = (-1)^{n-1} \omega^{-n} \det(M - \omega I).$$

One can easily see that $D_\omega = D_\omega$ for all $\omega \in U$ and $D \in C^\infty(U \times \text{Sp}(2n), \mathbb{R})$.

**DEFINITION 5.1.** – For $\omega \in U$ we define

$$\text{Sp}(2n)_\omega^\pm = \{ M \in \text{Sp}(2n) : \pm D_\omega(M) < 0 \},$$

$$\text{Sp}(2n)_\omega^* = \text{Sp}(2n)_\omega^+ \cup \text{Sp}(2n)_\omega^-,$$

$$\text{Sp}(2n)_\omega = \text{Sp}(2n) \setminus \text{Sp}(2n)_\omega^*.$$  

Let $H(a) = \text{diag}(a, a^{-1})$ for $a \in \mathbb{R} \setminus \{0\}$. Using (4.10) we define

$$M_n^+ = H(2)^{\otimes n}, \quad M_n^- = H(-2) \circ H(2)^{\otimes (n-1)},$$

and

$$\mathcal{P}^*_{\tau, \omega}(2n) = \{ \gamma \in \mathcal{P}_\tau(2n) : \gamma(\tau) \in \text{Sp}(2n)^*_\omega \}.$$  

**DEFINITION 5.2.** – For any $\tau > 0$ and $\gamma \in \mathcal{P}_\tau(2n)$, we define

$$\nu_{\tau, \omega}(\gamma) = \dim_{\mathbb{C}} \text{ker}_{\mathbb{C}}(\gamma(\tau) - \omega I), \quad \forall \omega \in U.$$  

(5.1)
DEFINITION 5.3. – for $\tau > 0$ and $\omega \in U$, given two paths $\gamma_0$ and $\gamma_1 \in \mathcal{P}_\tau(2n)$, if there exists a map $\delta \in C([0, 1] \times [0, \tau], \text{Sp}(2n))$ such that $\delta(0, \cdot) = \gamma_0(\cdot), \delta(1, \cdot) = \gamma_1(\cdot), \delta(s, 0) = I$ and $\nu_{\tau, \omega}(\delta(s, \cdot))$ is constant for $0 \leq s \leq 1$, then $\gamma_0$ and $\gamma_1$ are $\omega$-homotopic on $[0, \tau]$ along $\delta(\cdot, \tau)$ and we write $\gamma_0 \sim_\omega \gamma_1$. If $\gamma_0 \sim_\omega \gamma_1$ for all $\omega \in U$, then $\gamma_0$ and $\gamma_1$ are homotopic on $[0, \tau]$ along $\delta(\cdot, \tau)$ and we write $\gamma_0 \sim \gamma_1$.

As well known, every $M \in \text{Sp}(2n)$ has its unique polar decomposition $M = AU$, where $A = (MM^T)^{1/2}$, and $U$ has the form

$$U = \begin{pmatrix} u_1 & -u_2 \\ u_2 & u_1 \end{pmatrix}$$

and $u = u_1 + \sqrt{-1}u_2 \in \mathcal{L}(\mathbb{C}^n)$ is a unitary matrix. So there exists a continuous real function $\Delta(t)$ satisfying $\det u(t) = \exp(\sqrt{-1}\Delta(t))$, and define $\Delta_\tau(\gamma) = \Delta(\tau) - \Delta(0) \in \mathbb{R}$

For any $\gamma \in \mathcal{P}_{\tau, \omega}^*(2n)$, we can connect $\gamma(\tau)$ to $M_n^-$ or $M_n^+$ by a path $\beta$ within $\text{Sp}(2n)_\omega^*$ and get a product path $\beta * \gamma$ defined by $\beta * \gamma(t) = \gamma(2t)$ if $0 \leq t \leq \tau/2$, $\beta * \gamma(t) = 2t - \tau$ if $\tau/2 \leq t \leq \tau$. Then

$$k \equiv \frac{1}{\pi} \Delta_\tau(\beta * \gamma) \in \mathbb{Z}. \quad (5.2)$$

In this case, we define

$$i_{\tau, \omega}(\gamma) = k \in \mathbb{Z}, \quad (5.3)$$

For $\gamma \in \mathcal{P}_{\tau, \omega}^0(2n) := \mathcal{P}_\tau(2n) \setminus \mathcal{P}_{\tau, \omega}^*(2n)$, define

$$i_{\tau, \omega}(\gamma) = \inf \{ i_{\tau, \omega}(\beta) \mid \beta \in \mathcal{P}_\tau^0(2n) \text{ and } \beta \text{ is } C^0\text{-close enough to } \gamma \}. \quad (5.4)$$

THEOREM 5.4. – For any $\gamma \in \mathcal{P}_\tau(2n)$, the above definition yields

$$(i_{\tau, \omega}(\gamma), \nu_{\tau, \omega}(\gamma)) \in \mathbb{Z} \times \{0, 1, \ldots, 2n\}, \quad (5.5)$$

which are called the $\omega$-index of $\gamma$.

For any $\gamma \in \mathcal{P}_\tau(2n)$, define the iteration path $\tilde{\gamma} \in C([0, +\infty), \text{Sp}(2n))$ of $\gamma$ by

$$\tilde{\gamma}(t) = \gamma(t - j\tau)\gamma(\tau)^j, \quad \text{for } j\tau \leq t \leq (j + 1)\tau \text{ and } j \in \{0\} \cup \mathbb{N}.$$  

THEOREM 5.5. – For any $\gamma \in \mathcal{P}_\tau(2n)$ and $k \in \mathbb{N}$,

$$i_{k\tau}(\tilde{\gamma}) = \sum_{\omega^k=1} i_{\tau, \omega}(\gamma), \quad \nu_{k\tau}(\tilde{\gamma}) = \sum_{\omega^k=1} \nu_{\tau, \omega}(\gamma). \quad (5.6)$$
\[ i_\tau (\gamma) := \lim_{k \to \infty} \frac{i_{k\tau} (\gamma)}{k} = \frac{1}{2\pi} \int_0^{2\pi} i_{\tau, \exp(-i\theta)} (\gamma) \, d\theta \in \mathbb{R}. \]  

which is called the mean index per period \( \tau \) of \( \gamma \in \mathcal{P}_\tau (2n) \).

**Theorem 5.6** (Homotopy invariant). For any two paths \( \gamma_0 \) and \( \gamma_1 \in \mathcal{P}_\tau (2n) \), if \( \gamma_0 \sim_\omega \gamma_1 \) on \([0, \tau] \), there hold
\[ i_{\tau, \omega} (\gamma_0) = i_{\tau, \omega} (\gamma_1), \quad \nu_{\tau, \omega} (\gamma_0) = \nu_{\tau, \omega} (\gamma_1). \]

**Theorem 5.7** (Symplectical additivity). For every \( \gamma_j \in \mathcal{P}_\tau (2n_j) \), \( n_j \in \mathbb{N} \), \( j = 0, 1 \), there holds
\[ i_{\tau, \omega} (\gamma_0 \circ \gamma_1) = i_{\tau, \omega} (\gamma_0) + i_{\tau, \omega} (\gamma_1). \]
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