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1. INTRODUCTION AND REPRESENTATION
OF THE MAIN RESULT

We study the nonlinear stability of a class of stationary, spherically symmetric solutions of the Vlasov Poisson (V-P) equation in six dimensional phase space \( (\mathbb{R}^3_x,\text{-position}; \mathbb{R}^3_v,\text{-velocity}) \):

\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f - \nabla_x U_f(x,t) \cdot \nabla_v f = 0
\]

(1)

(2) \quad \Delta_x U_f(x,t) = \rho_f(x,t)

where

(3) \quad \rho_f(x,t) \equiv \int f(x,v,t) d^3v , \{x,v\} \in \mathbb{R}^6 , t \geq 0 .

Denote

(4) \quad r = |x| , \quad v = |v|

A function \( f = f(x,v) \) is called spherically symmetric if \( f = g(r,v,x \cdot v) \). The "Jeans Theorem" implies that any stationary solution \( f_0 \) of the V-P system must take the form

(5) \quad f_0 = H(E,L)

where

(6) \quad E = E_f = v^2/2 + U_f(r)

is the local energy and

(7) \quad L = v^2 r^2 - (v \cdot x)^2

is the modulus of the angular momentum. The relation (5) was rigorously proved provided the spherical symmetry of \( f_0 \) is pre-assumed [4].

The family of stationary solutions under consideration corresponds to models of polytropic gas spheres, namely,

(8) \quad f_0 = K(E_0 - E)^\mu L^k , E_0 \in \mathbb{R}^- ; \mu > -1 , k > -1 , \mu + k + 3/2 \geq 0

and \( K > 0 \) is a normalization factor.
With the substitution
\begin{equation}
U_0(r) = E_0 - \phi(c r) ; \quad c = c(K),
\end{equation}
where \( U_0 = U_{f_0} \), equation (2), (3), (8) reduces to the Generalized Emden-Fowler Equation (E-F) on \( \mathbb{R}^+ \):
\begin{equation}
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d}{dr} \phi(r) \right) + r^{2k} \phi_+^n(r) = 0
\end{equation}
where \( (\cdot)_+ \) stands for the positive part of the argument and
\begin{equation}
n \equiv 3/2 + \mu + k.
\end{equation}
One may always choose the normalization constant \( K \) so that \( c(K) = 1 \), without limiting the generality. Under the above choice, the mass density distribution \( \rho_0 \equiv \rho_{f_0} \) corresponding to the stationary \( f_0 \) is given by
\begin{equation}
\rho_0(r) = -\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d}{dr} \phi_0(r) \right) = r^{2k}[\phi_0]^n_+(r).
\end{equation}
where \( \phi_0 \) is the corresponding solution of (10).

The class of stationary solutions \( f = f_0 \) considered in this paper are compactly supported in the phase space \( \mathbb{R}^3_x \times \mathbb{R}^3_v \) and have a finite total mass
\[ \int \int f_0 d^3v d^3x < \infty. \]
The corresponding E-F solutions \( \phi_0 \) which we consider are called E-solutions. These are regular solutions of (10), satisfying
\begin{equation}
\lim_{r \to 0} \phi_0(r) \equiv \phi_0(0) < \infty.
\end{equation}
The stationary solution \( f_0 \) itself is not necessarily regular since \( k \) in (8) may take negative values. A survey of results on the E-F equations was given in [15]. A complete characterization of the solutions of the E-F equation was given in [4], [5], [13]. In section 2 we provide a short survey of relevant results regarding E-solutions of the E-F equation.

The stability question for stationary solutions of the Vlasov-Poisson equation in general, and for the E-F solutions, in particular, is a very intricate one. The first stability results for energy dependent distributions \( f = f(E), \frac{df}{dE} < 0 \) was introduced in the early 60’s [1], [2], where linearized stability was obtained for regular, non-rotating \( (k = 0) \) polytrops in the range \( 0 < \mu < 7/2 \). After this, a long list of publications concerning
linear and non-linear stability was developed in the astronomical literature. A good reference for these results is given in [7] and [8]. However, there are very few rigorous mathematical proofs of stability (cf. [6]).

The essential difficulty behind a rigorous mathematical proof is the degenerate Hamiltonian structure of the Vlasov-Poisson Eq. Thus, an investigation of the spectral properties of the linearized equation and a proof of linear stability is not sufficient to guarantee Lyapunov stability. A non-linear approach, based on the energy-Casimir method, was applied by several authors [10], [9] but a successful rigorous stability, based on this method, was obtained only for certain cases of stationary solutions of the Vlasov-Poisson Eq. with electrostatic potential (the plasma case), c.f. [6], and [11]. An analogous proof for the gravitational Vlasov-Poisson Eq. is much more difficult, since the Casimir-energy functional is not convex in the latter case.

An attempt to provide a rigorous stability proof by an adaptation of the energy-Casimir method for non-trivial energy dependent equilibria of the gravitational V-P was introduced by Wan [14]. However, Wan could not overcome an essential difficulty of this method, namely, the differentiability of the functional for phase-space distributions which are not uniformly Lipschitz in the velocities. He thus had to assume a uniform Lipschitz condition for time dependent solutions, which is not supported by any known result.

A way out of this assumption is given in the present paper. The price paid, however, is in the weaker definition of stability which will be used.

We shall restrict ourselves to spherically symmetric perturbations, where \( f = f(r, v, \mathbf{x}, \mathbf{v}) \). This assumption can be relaxed in the case \( k = 0 \) (i.e. non-rotating Galaxies), while numerical evidence indicates that some rotating Galaxies \( (k \neq 0) \) are unstable for non-spherically symmetric perturbations. This suggests that the present result is not too far from optimal.

### 1.1. Formulation of the main result

We will consider, throughout the paper, stationary E-solutions subject to

\[
0 < \mu < 3/2 + k, \quad \mu \neq -(1/2 + k) \quad \text{and} \quad k > -1
\]

which, via (11), is equivalent to

\[
n \neq 1, \quad 3/2 + k < n < 3 + 2k, \quad k > -1
\]

Under the above conditions, any regular solution \( \phi \) of the E-F equation induces a stationary solution \( f_0 \) which is compactly supported in the phase
space $\mathbb{R}^5$ and whose total mass is finite (c.f. section 2). Let us denote the mass of $f_0$ by $M_0$:

$$M_0 \equiv \int \int f_0(x, v)d^3v d^3x$$

Before presenting our main result, we need some technical definitions:

- $C^s_b$ is the set of continuous functions $f = f(x, v)$ on $\mathbb{R}^6 = \mathbb{R}^3_x \times \mathbb{R}^3_v$ having a compact support, which are spherically symmetric, i.e: $f = g(x, v, x \cdot v)$.
- $C^{s, +}_b$ is the cone of nonnegative functions in $C^s_b$. For given $M > 0$, $C^{s, +}_b(M)$ is the hyperplane of functions $f \in C^{s, +}_b$ which satisfy the integral constraint

$$\int \int f d^3v d^3x = M.$$ 

- Given any $\mu > 0$ and a real $k$, let $C^s_b(\mu, k)$ be the space of functions $f \in C^s_b$ satisfying

$$(17) \quad |||f||| = \left( \int \int |v^2r^2 - (v \cdot x)^2|^{-k/\mu} |f(x, v)|^{1+1/\mu} d^3v d^3x \right)^{1+\mu} + \frac{1}{2} \int \int v^2|f|d^3v d^3x < \infty.$$ 

- Analogously, $C^{s, +}_b(\mu, k)$ and $C^{s, +}_b(M, k)$ are given by $C^s_b(\mu, k) \cap C^{s, +}_b$ and $C^s_b(\mu, k) \cap C^{s, +}_b(M)$, respectively.
- $B(\mu, k)$ is the Banach space obtained by a completion of $C^s_b(\mu, k)$ with respect to the norm (17).
- $B^{+}(\mu, k)$ is the cone of a.e nonnegative functions in $B(\mu, k)$, obtained by the completion of $C^{s, +}_b(\mu, k)$ with respect to the underlying norm. Similarly, $B^{+}_M(\mu, k) \subset B^{+}(\mu, k)$ is the completion of $C^{s, +}_b(M, k)$.

Remark 1.1. – Notice that $C^s_b(\mu, k) = C^s_b$ if $\mu > k$, since the kernel $|v^2r^2 - (v \cdot x)^2|^{\alpha}$ is locally integrable for $\alpha > -1$. The corresponding Banach space $B(\mu, k)$ still depends, of course, on the particular values of the parameters $\mu$ and $k$.

Notation. – In this paper we shall fix a pair of parameters $\mu, k$ subjected to (14). We will, therefore, refer to $B(\mu, k)$, $B^{+}(\mu, k)$ and $B^{+}_M(\mu, k)$ as $B$, $B^{+}$ and $B^{+}_M$, respectively. If $M = M_0$ is given by (16), then we refer to $B^{+}_{M_0}$ as $B^{+}_0$.
By definition, the spatial distribution

\[(18) \quad \rho_f(x) = \int f(x, v) d^3v \]

is well defined and nonnegative for any \( f \in C_b^{\alpha,+} \). Moreover, \( \rho_f = \rho_f(r) \).

The Mass Function \( M_f(r) \) associated with \( \rho_f \) measures the total mass due to \( f \) contained in the ball of radius \( r \) in the position space \( \mathbb{R}^3_x \)

\[(19) \quad M_f(r) = 4\pi \int_0^r s^2 \rho_f(s) ds . \]

The main result to be proved in this paper is:

**Theorem 1.1.** – Let \( f_0 \) be an E-F stationary solution (8) subjected to (14), and induced by a regular (E-solution) of the E-F equation (12). Then \( f_0 \) is stable in the following sense: \( \forall \varepsilon > 0 \) sufficiently small \( \exists \delta > 0 \) so that for any initial data \( \hat{f} \in B^+_0 \cap C^1(\mathbb{R}^6) \) which satisfies

\[(20) \quad ||| \hat{f} - f_0 ||| \leq \delta \]

it follows that

\[(21) \quad \sup_{t > 0} \sup_{r > 0} |M_{f(\cdot, t)}(r) - M_{f_0}(r)| \leq \varepsilon \]

where \( f(\cdot, t) \) is the solution of (1-3) subjected to the initial data \( \hat{f} \).

**Remark 1.2.** – The existence and uniqueness of classical solutions for \( C^1 \) initial data with bounded support in the phase space \( \mathbb{R}^6 \) was obtained by several authors (see, e.g. [12]). In the class of spherically symmetric functions, the first existence result was given in [3]. We restricted the initial data \( f \) to \( C^1 \) in order to guarantee the existence of such classical solutions.

**Remark 1.3.** – Theorem 1.1 implies a weaker definition of nonlinear stability since it uses the semi-metric (with respect to \( B \)) defined in (21) to bound the perturbations uniformly in time, while it requires the bound (20) on the initial perturbations in terms of the stronger metric induced by the norm \( ||| \cdot ||| \). Moreover, we restrict ourselves to mass conserving perturbations \( \hat{f} \in B^+_0 \).

**Remark 1.4.** – If \( \mu > k \) then, by Remark 1.1, condition (20) in Theorem 1.1 can be replaced by

\[(22) \quad \sup_{\mathbb{R}^6} \left| \hat{f} - f_0 \right| < \delta' \]
for some $\delta' > 0$ which depends on the support of $\hat{f}$. Employing the additional condition \((14)\), we may replace \((20)\) by \((22)\) provided $\mu, k$ are restricted to the range
\[
\begin{align*}
(23) \quad n \neq 1, \quad 2k + 3 > n > 2k + 3/2, \quad k > -1 \\
\text{equivalent to} \\
(24) \quad k + 3/2 > \mu > \max\{k, 0\} ; k > -1, \quad \mu \neq (-1/2 + k).
\end{align*}
\]

### 1.2. The energy-Casimir method

The nonlinear stability result for $f_0$ (Theorem 1.1) will be obtained provided

**Theorem 1.2**

(1) If $\hat{f} \in B_0^+ \cap C^1(\mathbb{R}^6)$ with a compact support in $\mathbb{R}^6$, then there exists a unique classical solution $f(\cdot, t)$ of the V-P system subjected to the initial data $f(\cdot, 0) = \hat{f}$ and $f(\cdot, t) \in B_0^+$ for any $t \geq 0$.

(2) Under the conditions of Theorem 1.1, $f_0 \in B_0^+$.

(3) There exists a functional $\mathcal{D} \in C(B_0^+)$ which is invariant with respect to classical solutions of the V-P system, subjected to the initial data $\hat{f}$ in (1).

(4) Given $f \in B_0^+$, then the function $M_f$ defined via \((19)\) is absolutely continuous, monotone non-decreasing and satisfy $M_f(0) = 0$.

(5) There exists a positive-valued function $\delta' = \delta'(\varepsilon)$ for all $\varepsilon > 0$ small enough, where
\[
\mathcal{D}(f) - \mathcal{D}(f_0) > \delta' \left( \text{Sup}_{r>0} |M_f(r) - M_0(r)| \right)
\]

for any $f \in B_0^+$. Here $M_0 \equiv M_{f_0}$.

Below we describe the energy-Casimir functional $\mathcal{D}$ which is used in Theorem 1.2 (3, 5).

We associate the kinetic energy with a linear functional
\[
\mathcal{E}_k(f) = \frac{1}{2} \int \int v^2 f(x, v) d^3v d^3x
\]
and the potential energy with the quadratic functional
\[
\mathcal{E}_p(f) = \frac{1}{2} \int \rho_f U_f d^3x
\]
where $\rho_f$ is given in (3) and $U_f$ is given by (2).

Define the energy-Casimir functional:
\[
\mathcal{D}(f) = K^{-1/\mu} \frac{\mu}{1 + \mu} \int \int f^{1+1/\mu} v^2 r^2 - (v \cdot x)^2 \left| -k/\mu \right| d^3v d^3x \\
+ \mathcal{E}_k(f) + \mathcal{E}_p(f).
\]
It is rather easy to obtain the proof of the main result (Theorem 1.1) granted Theorem 1.2 (c.f. section 5.2). The full proof of Theorem 1.2 is the subject of the most of this paper. It is, however, illuminating, at this point, to show that $\mathcal{D}$ is indeed an invariant functional for the V-P system, provided the initial data satisfies the condition of Theorem 1.2 (1).

The existence of classical solutions $f(\cdot, t)$ within the class $C^1 \cap C_b^{s,1}$ with bounded supports is a known result [3]. Such classical solutions admit a finite total energy $\mathcal{E}(f) = \mathcal{E}_k(f) + \mathcal{E}_p(f)$ which is preserved along the solution $f = f(\cdot, t)$ (see, e.g [12]). Moreover, classical solutions are renormalized ones, i.e. preserve the functionals of the form

$$\int \int J(f) d^3v d^3x$$

(29)

where $J$ is a real-valued function for which the integral (29) makes sense. If, in addition, the initial data $\hat{f}$ is spherically symmetric, then the solution $f(\cdot, t)$ is spherically symmetric as well $\forall t > 0$ and the sample trajectories of the particles are subjected to a (perhaps nonstationary) central force field. Thus the angular momentum $L$ is conserved along the trajectories. This implies that (29) is generalized into

$$\int \int J(f, L) d^3v d^3x$$

(30)

where $J(\cdot, \cdot)$ is, again, any function for which the integral (30) makes sense.

The motivation for the particular choice of $J$ in functional $\mathcal{D}$ is as follows: Let

$$\Psi(\lambda, L) \equiv \frac{K}{\mu + 1} \lambda^{\mu+1} L^k$$

(31)

The function $\Psi$ is the primitive (with respect to $E_0 - E$) of the E-F distribution law (8). Since $\mu > 0$ by assumption (14), then $\Psi$ is convex with respect to the first variable. The function

$$J(\zeta, L) \equiv K^{-1/\mu} \frac{\mu}{1 + \mu} \zeta^{1+1/\mu} L^{-k/\mu} \quad \text{if} \ \zeta \geq 0 \ ; \ J(\zeta, L) = \infty \quad \text{if} \ \zeta < 0$$

(32)

is the convex-conjugate of $\Psi$ with respect to $\zeta$. Then $\mathcal{D}$ is given by

$$\mathcal{D}(f) = \int \int J(f, L) d^3v d^3x + \mathcal{E}(f)$$

(33)

where $\mathcal{E}(f) \equiv \mathcal{E}_k(f) + \mathcal{E}_p(f)$.
By equating the formal differentiation of \( \mathcal{D} \) to zero subjected to the constraint hyperplane of a prescribed mass

\[
\int \int f d^3v d^3x = M_0,
\]

we, indeed, recover the E-F relation (8), where \( E_0 \) plays the rule of Lagrange multiplier. This indicates that the choice of \( J \) as given by (32) is a necessary condition for \( f_0 \) to be a minimizer of \( \mathcal{D} \) over \( B_0^+ \).

1.3. Organization of the paper

The essential difficulty is the proof that the particular choice (32) for \( J \) is also sufficient for part (5) of Theorem 1.2 to hold.

In section 2 we introduce some results about regular solutions of the E-F equation which are required for the proof of the main result. In section 3 we present one of the key ideas: A reduction of the energy-Casimir functional by eliminating the velocity dependent part and projecting it onto the space of mass perturbations \( \rho = \rho(x) \) rather then \( f = f(x, v) \). The reduced functional is used in section 4 and yields a variational formulation of the E-F equation. In this section we also lay the foundation for the proof of Theorem 1.2 (5) for perturbations supported on a fixed bounded domain. In section 5 we remove this restriction and obtain uniform estimates, independent of the support of the perturbations. We then summarize all these results in section 5.2 to obtain the proof of Theorem 1.2 and, through which, the proof of the main result Theorem 1.1.

2. THE EMDEN-FOWLER EQUATION: AUXILIARY RESULTS

The solutions \( \phi = \phi(r) \) considered in this paper are E-solutions of the Emden-Fowler equation (10), i.e. satisfy

\[
\lim_{r \to 0} \phi(r) = \alpha \text{ where } 0 < \alpha < \infty
\]

A solution \( \phi \) is said to be of finite mass if

\[
\lim_{r \to \infty} r^2 \phi'(r) > -\infty
\]

and it is of finite radius if

\[
\exists R > 0 \text{ for which } \phi(R) = 0 \ ; \ \phi(r) < 0 \text{ for all } r > R
\]
Notice that if both finite mass (35) and finite radius (36) conditions are satisfied then

\[ r^2 \phi'(r) = R^2 \phi'(R) \quad \text{for all } r > R. \]

The results of Lemma 2.1 and Lemma 2.2 below are distributed in [4], [3], [5] and [13]. We introduce the detailed proofs for completeness. Lemma 2.1 determines the existence of E-solutions of finite mass and radius assumed in Theorem 1.1. Lemma 2.2 characterizes the E-solution in the range \((23)\).

The results of Lemma 2.3 and Lemma 2.4, on the other hand, could not be found explicitly in the above cited references. Lemma 2.3 is a key result in the proof of the inequality (25) for uniformly supported \(f \in B^1_0\). Lemma 2.4 will enable us to remove this restriction.

**Lemma 2.1.** - If \(n > 0\) and \(k > -1\) then there exists an E-solution of the E-F equation. If \(\phi_0\) is an E-solution and \(n \neq 1\), then all E-solutions are given by

\[ \phi_\beta(r) = \beta^{\frac{2k+2}{n-1}} \phi_0(\beta r) ; \beta > 0 \]

If, moreover, \(n < 2k + 3\) then all solutions of the E-F equation are of finite mass and radius, namely, for any solution \(\phi\) (in particular, for an E-solution) there exists \(\overline{R}_\phi < \infty\) and \(M > 0\) so that \(\phi(r) < 0\) and \(r^2 \phi'(r) = -M > -\infty\ \forall r > \overline{R}_\phi \).

**Proof of Lemma 2.1.** - Following [5] and [13] we consider the transformation

\[ \begin{align*}
  u(t) &= -\frac{r^{2k+2} \phi^m(r)}{\phi'(r)} , \\
  v(t) &= -r \phi'(r) \quad , \quad t = \ln r
\end{align*} \]

which reduce the E-F equation into

\[ \begin{align*}
  u'(t) &= u(t)[2k + 3 - u(t) - nv(t)] , \\
  v'(t) &= v(t)[-1 + u(t) + v(t)]
\end{align*} \]

in the positive quadrant \(u \geq 0, \ v \geq 0\). The correspondence between the E-F equation and (39, 40) holds in the range where \(\phi(r) \geq 0\).

By Proposition 3.1 in [5], an E-solution \(\phi\) of the E-F equation corresponds to an orbit of (39, 40) which satisfy \(\lim_{t \to -\infty} \{u(t), v(t)\} = P_3\) where \(P_3 = (2k + 3, 0)\) is a critical point of (39, 40). The critical point \(P_3\) is a saddle of (39, 40). Thus, there is a unique orbit like this. A class of
solutions \( \phi_\beta \) given by (37) correspond to an orbit \( \{u(t), v(t)\} \) of (39, 40) via the transformation \( t \to t + \ln \beta \). In particular, all E-solutions congruent to the single orbit of (39, 40) which is the unstable manifold of \( P_3 \) in the positive quadrant.

If \( n < 3 + 2k \) and \( u(t_0) > 0, v(t_0) > 0 \) for some \( t_0 \in \mathbb{R} \), then there exists \( t_m < \infty \) for which

\[
\lim_{t \to t_m} u(t) = 0 ; \quad \lim_{t \to t_m} v(t) = \infty
\]

This implies that any solution \( \phi \) of the E-F equation must have a finite radius. It is easy to see from the E-F equation itself (taking into account \( \mu > 0 \)) that any solution of finite radius must also have a finite mass. \( \square \)

**Lemma 2.2.** - If \( n < 3 + 2k \) and \( \phi \) is a solution of the E-F equation on an interval \((0, R)\) which satisfy

\[
(41) \quad \lim_{r \to 0} r^2 \frac{d\phi}{dr} = 0
\]

then \( \phi \) can be extended on \( \mathbb{R}^+ \) as an E-solution. In particular, (41) implies (34).

**Proof of Lemma 2.2.** - Any solution \( \phi \) of the E-F on an interval can be extended to an entire solution on \( \mathbb{R}^+ \). This is immediately obtained from the proof of Lemma 2.1. To show that (41) yields (34), we first observe that (34) must hold where \( \alpha > 0 \) (possibly \( \alpha = \infty \)). The later possibility is excluded in the range \( n < 3 + 2k \) by Proposition 3.3 in \([5]\) \(^3\).

**Lemma 2.3.** - Let \( 3/2 + k < n < 3 + 2k \) and \( n \neq 1 \). Consider the boundary value problem of the E-F equation on an interval \((0, R)\) corresponding to:

\[
(42) \quad \begin{align*}
(a) \quad & \lim_{r \to 0} r^2 \phi'(r) = 0 ; \quad (b) \quad R^2 \phi'(R) = -\frac{M}{4\pi}
\end{align*}
\]

where \( M > 0 \) is a given constant. Then there exists at most one solution for any given \( M > 0 \).

**Lemma 2.4.** - Let \( 3/2 + k < n < 3 + 2k \) and \( n \neq 1 \). Consider the initial value problem of the E-F equation corresponding to:

\[
(43) \quad \phi_{\alpha, \beta}(R_1) = \alpha > 0 ; \quad R_1^2 \phi'_{\alpha, \beta}(R_1) = -\beta < 0 ; \quad R_1 > 0
\]

\(^3\) Notice that our notation for \( n \) corresponds to \( n + m \) in \([5]\) and \( m \) corresponds to our \( k \).
Assume a solution of (10, 43) exists on an interval \([R_1, R_*]\) for any \(\alpha, \beta > 0\). Then

\[
\lim_{\alpha \to -\infty} R^2 \phi_{\alpha, \beta}'(R_*) = -\infty
\]

Proof of Lemma 2.3. – The initial condition (42-a) implies that \(\phi\) is an \(E\)-solution by Lemma 2.2. All other \(E\)-solutions are given, via Lemma 2.1, by

\[
\phi_{\beta}(r) \equiv \beta^{\gamma+1}\phi(\beta r)
\]

for some \(\beta > 0\) where \(\gamma = (2k + 2)/(n - 1)\). The relation between \(\beta, M\) and \(R\) is given, via (42-b) by

\[
M \equiv M_{\beta}^{(R)} = -4\pi R^2 \beta^{\gamma+2} \phi'(\beta R).
\]

To prove the Lemma we show that \(M_{\beta}^{(R)}\) is strictly monotone in \(\beta\) for any given \(R > 0\). Differentiation of (46) with respect to \(\beta\) yields:

\[
\frac{d}{d\beta} M_{\beta}^{(R)} = -4\pi R^3 \beta^{\gamma+2} \left[ \frac{\gamma + 2}{s} \frac{d}{ds} + \frac{d^2}{ds^2} \right] \phi(s),
\]

evaluated at \(s = \beta R\).

Case \(n > 1\): In this case, \(\gamma > 0\). Since \(\phi'(s) < 0\) for any \(s > 0\) we obtain, by the E-F Equation (10)

\[
\frac{d}{d\beta} M_{\beta}^{(R)} > -4\pi R^3 \beta^{\gamma+2} \left[ \frac{2}{s} \frac{d}{ds} + \frac{d^2}{ds^2} \right] \phi(s) = 4\pi s^{2k} R^3 \beta^{\gamma+2} \phi''(s) \geq 0.
\]

Case \(n < 1\): In this case, \(\gamma < 0\). Substituting the E-F equation in (47) we obtain

\[
-\frac{d}{d\beta} M_{\beta}^{(R)} = 4\pi R^2 \beta^{\gamma+1} \left[ \frac{\gamma}{d\phi} - s^{2k+1}[\phi(s)]_+ \right]
= 4\pi R^2 \beta^{\gamma+1} \phi'(s)[\gamma + u(s)].
\]

where \(u\) as defined in (38). Using lemma 5.2(b) in [5] we conclude that \(u(s) < 2k + 3\) for any \(s > 0\), unless \(\phi\) is an \('F\)-Solution' (which is not our case). Hence

\[
-\frac{d}{d\beta} M_{\beta}^{(R)} \geq 4\pi R^2 \beta^{\gamma+1} \left[ (2k + 3 + \gamma) \frac{d}{ds} \phi(s) \right]
= 4\pi R^2 \beta^{\gamma+1} n(2k + 2) \frac{d}{n - 1} \phi(s) > 0
\]

since \(\phi'(s) < 0\) for \(s > 0\).
Proof of Lemma 2.4. – Let us transform the solution \( \phi = \phi_{\alpha,\beta} \) into

\[
\psi(r) = \phi\left(\frac{1}{r}\right),
\]
in terms of which, the E-F Equation takes the form

\[
\frac{d^2}{dr^2} \psi + r^{-(2k+4)} \psi^n = 0.
\]

The corresponding initial value problem for \( \phi \) is transformed into

\[
\psi'(R_1^{-1}) = -R^2 \phi'(R_1) \equiv \beta > 0; \quad \psi(R_1^{-1}) = \alpha > 0
\]

Since we assumed the existence of the solution \( \phi_{\alpha,\beta} \) on \([R_1, R_*]\), we may assume that the solution of (50) exists as well on the interval \([R_*^{-1}, R_1^{-1}]\). If \( \phi(R_*) > 0 \) set \( R_* = R_* \). Otherwise, set \( R_* \) to be the root of \( \phi = 0 \) in the interval \((R_1, R_*)\). Then

\[
-R_*^2 \phi'(R_*) = \psi'(R_*^{-1}) = -R_*^2 \phi'(R_*) = \psi'(R_*^{-1}) \equiv s.
\]

By definition, \( \psi > 0 \) on \((R_*^{-1}, R_1^{-1})\), hence \( \psi'' < 0 \) on the same interval by (50). We take advantage of this and use

\[
p(r) \equiv \frac{d\psi}{dr}(r).
\]
as an independent variable. Set \( r(p) \) to be the inverse function of \( p(r) \), and

\[
\psi^*(p) \equiv \psi(r(p)).
\]

Now:

\[
p(r) = \left( \frac{d}{dp} \psi^* \right) \frac{dp}{dr} = \left( \frac{d}{dp} \psi^* \right) \frac{d^2}{dr^2} \psi(r)
\]
hence the initial value problem (50, 51) is equivalent to:

\[
\frac{d}{dp} \psi^* + pr^{2k+4}[\psi^*]^{-n} = 0; \quad \psi^*(\beta) = \alpha
\]

An integration of (53) on an interval \([\beta, s]\) yields:

\[
[\psi^*(s)]^{n+1} = -(n + 1) \left[ \int_{\beta}^{s} pr^{2k+4} dp \right] + \alpha^{n+1}.
\]
Since $2k + 4 > 0$ and $0 \leq r(p) \leq R_1^{-1}$ on the interval $[\beta, s]$ we estimate the integral in (54) by

$$
\int_{\beta}^{s} pr(p)^{2k+4} dp \leq s(s - \beta)R_1^{-(2k+4)}
$$

In particular we obtain by (54, 55) that

$$
\phi^{n+1}(r) \geq \alpha^{n+1} - s(s - \beta)(n + 1)R_1^{-(2k+4)}
$$
on the interval $[R_1, \overline{R}_*]$.

Let us suppose, in contradiction to the statement of the Lemma, that there exists a sequence $\alpha_j \to \infty$ along which

$$
R_*^2 \phi'_{\alpha_j, \beta} (R_*) = \overline{R}_*^2 \phi'_{\alpha_j, \beta} (\overline{R}_*) \equiv -s_j < 0 \quad \sup_{j \geq 1} s_j < \infty
$$

Then (56) implies that $\phi_{\alpha_j, \beta} > 0$ on $[R_1, \overline{R}_*]$ if $\alpha_j$ is sufficiently large. This, in turn, implies that $\overline{R}_* = R_*$ by definition. Moreover, we obtain by the E-F equation

$$
R_*^2 \phi'_{\alpha_j, \beta} (R_*) = R_1^2 \phi'_{\alpha_j, \beta} (R_1) - \int_{R_1}^{R_*} r^{2(k+1)} [\phi_{\alpha_j, \beta}]_+^n dr \\
\leq -\beta - \left[ \alpha_j^{n+1} - s_j(s_j - \beta)(n + 1)R_1^{-(2k+4)} \right]^\frac{n}{n+1} \int_{R_1}^{R_*} r^{2(k+1)} dr \to -\infty
$$
since $\alpha_j \to \infty$ while $s_j$ are uniformly bounded by assumption. Then, we obtain a contradiction. \hfill \Box

3. REDUCTION OF THE ENERGY-CASIMIR FUNCTIONAL

Let us define

$$
X \equiv \{ \mathcal{M} : [0, \infty) \to R, \text{ absolutely continuous on } [0,R] \forall R > 0, \mathcal{M}(0) = 0 \}
$$
equipped with the norm

$$
||\mathcal{M}|| \equiv \left\{ \int_0^{\infty} r^{-2(k+1)} \left| \frac{d\mathcal{M}}{dr} \right|^\frac{n+1}{n} dr \right\}^\frac{n}{n+1}
$$

Lemma 3.1 below is a corner stone in the reduction of the energy-Casimir functional, to be used in the rest of the paper.
**Lemma 3.1.** — The mapping

\[ f \in \mathcal{B} \rightarrow \mathcal{M}_f \in \mathbf{X} \]

(c.f. notation below remark 1.1) is well defined and bounded under the underlying norms. Moreover

\[ \int \int J(f, L) d^3v d^3x + \frac{1}{2} \int \int v^2 f d^3v d^3x \geq \frac{1}{(4\pi)^{1/n}} \cdot \frac{n}{n + 1} ||\mathcal{M}_f||^{n+1} \]

\[ \forall f \in \mathcal{B}, \text{ where } J \text{ is given by (32)}. \]

**Proof of Lemma 3.1.** — Since \( \mathcal{B} \) was defined as a completion of the space \( C^*_b(\mu, k) \), it is enough to prove the Lemma for \( f \in C^*_b(\mu, k) \). Let \( \rho_f \) be defined as in (18). Set

\[ \mathcal{P}_{\rho_f} = \left\{ h \in C^*_b(\mu, k) ; \int h(x, v) d^3v = \rho_f(x) \ \forall x \in \mathbb{R}^3 \right\} \]

Define

\[ \mathcal{J}(\rho_f) = \inf_{h \in \mathcal{P}_{\rho_f}} \left\{ \int \int J(h, L) d^3v d^3x + \frac{1}{2} \int \int v^2 h d^3v d^3x \right\} \]

We shall prove that

\[ \mathcal{J}(\rho) \geq \frac{4\pi n}{n + 1} \int_0^\infty \rho^{(n+1)/n} r^{-2(k-n)/n} dr \]

In particular, the right-hand-side of (64) is finite if \( \rho = \rho_f(r) \) for some \( f \in C^*_b(\mu, k) \). A direct computation, using \( \mathcal{M}_f(r) = 4\pi r^2 \rho_f(r) \) (c.f. (19)) yields that the r.h.s of (64) is identical to the r.h.s of (61).

**Proof of (64).** — Define the real-valued function \( \Phi \) on \( \mathbb{R}^+ \times \mathbb{R}^3 \):

\[ \Phi(s, x) \equiv \inf_{\zeta \in P_s} \left\{ \int J(\zeta, L) d^3v + \frac{1}{2} \int v^2 \zeta d^3v \right\} \]

where \( P_s \) stands for the functional space:

\[ P_s = \left\{ \zeta = \zeta(v) ; \ \zeta \geq 0 \text{ a.s is measurable on } \mathbb{R}^3 \text{ and } \int \zeta d^3v = s \right\} \]

Define also

\[ \Phi(s, x) \equiv \infty \text{ if } s < 0 \]
which is consistent with (32). By (63)

\[ \overline{J}(\rho) \geq \int \Phi(\rho(x), x) d^3x. \]

The function \( \Phi(s, x) \) is evidently convex with respect to the first variable \( s \), for any fixed \( x \in \mathbb{R}^3 \). Let us compute the convex conjugate \( \overline{\Psi} \) of \( \Phi \):

\begin{align*}
\overline{\Psi}(\lambda, x) &\equiv \sup_{s \in \mathbb{R}} [\lambda s - \Phi(s, x)] \\
&= \sup_{s \in \mathbb{R}^+} \left[ \sup_{\zeta \in P} \left[ \int \left( \lambda - \frac{1}{2} v^2 \right) \zeta d^3v - \int J(\zeta, L) d^3v \right] \right] \\
&= \sup_{\zeta \in Q_*} \left[ \int \left( \lambda - \frac{1}{2} v^2 \right) \zeta d^3v - \int J(\zeta, L) d^3v \right]
\end{align*}

where

\[ Q_* \equiv \bigcup_{s \in \mathbb{R}^+} P_s = \{ \zeta = \zeta(v) \geq 0 \text{ a.s integrable over } \mathbb{R}^3 \}. \]

The right hand side of (69) is evaluated at \( \zeta_{\lambda,x} = \zeta_{\lambda,x}(v) \) which satisfies \( J(\zeta_{\lambda,x}, L) = \lambda - 1/2v^2 \), namely

\[ \zeta_{\lambda,x}(v) = KL^k \left( \lambda - \frac{1}{2} v^2 \right)^\mu. \]

It is easy to see that \( \zeta_{\lambda,x} \in Q_* \). In fact, \( L^k \) is locally integrable as a function of \( v \) for any \( x \in \mathbb{R}^3 \) and \( \zeta_{\lambda,x} \) is supported in the ball \( v \leq \sqrt{2\lambda} \). Thus, the r.h.s of (69) is written as

\[ \int \sup_{q \geq 0} \left[ \left( \lambda - \frac{1}{2} v^2 \right) q - J(q, L) \right] d^3v. \]

The integrand in (72) is nothing but the convex conjugate of \( J(q, L) \) with respect to \( q \), evaluated at \( \lambda - 1/2v^2 \). It is given by \( \Psi(\lambda - 1/2v^2, L) \) (c.f. (31)). By a direct calculation we obtain

\[ \overline{\Psi}(\lambda, x) = \int \Psi \left( \lambda - \frac{1}{2} v^2, L \right) d^3v = \frac{1}{n + 1} r^{2k} \lambda_{n+1} \]

where the normalization constant \( K \) is eliminated by the integration \(^4\).

\(^4\) In fact, it was design exactly for this purpose.
The involution property of the convex conjugacy relation leads to the explicit form of $\Phi(s, x)$

\begin{equation}
\Phi(s, x) = \sup_{\lambda \in \mathbb{R}} \left[ \lambda s - \overline{\Psi}(\lambda, r) \right] = \frac{n}{n + 1} r^{-2k/n} s^{(n+1)/n}
\end{equation}

and (64) follows from (68) and (73).

**Lemma 3.2.** \( f_0 \in B_0^+ \) and the inequality (61) turns into an equality for \( f = f_0 \).

**Proof of Lemma 3.2.** The first statement, namely \( f_0 \in B_0^+ \), follows by a direct substitution of \( f_0 = K(E_0 - E)^\mu L^k \) in the norm (17). The first term turns out to be

\[
K \left( \int \int L^k (E - E_0)^\mu \, d^3 v \, d^3 x \right)^{\mu/(1+\mu)}
\]

which is finite since \( L^k \) is locally integrable for \( k > -1 \) and \( (E - E_0)_+ \) is compactly supported in \( \mathbb{R}^6 \). The second (kinetic energy) term is finite for the same reason.

We now prove the equality in (61). Given \( x \in \mathbb{R}^3 \), set \( \zeta_x(v) \equiv f_0(x, v) \). Then \( \zeta_x \in P^s_{\rho_0(x)} \) where \( P^s \) as defined in (66). It is enough to show

\begin{equation}
\Phi(\rho_0(x), x) = \int \left( J(\zeta_x, L) + \frac{1}{2} v^2 \zeta_x \right) d^3 v.
\end{equation}

Indeed, by (63)

\begin{equation}
\mathcal{J}(\rho_0) = \inf_{h \in P^s_{\rho_0}} \int \int \left( J(h, L) + \frac{1}{2} v^2 h \right) d^3 v \, d^3 x
\end{equation}

\[
\geq \int_{\mathbb{R}^3} \left[ \int \inf_{\zeta \in P^s_{\rho_0(x)}} \int \left( J(\zeta, L) + \frac{1}{2} v^2 \zeta \right) d^3 v \right] d^3 x = \int \Phi(\rho_0, x) d^3 x \geq \mathcal{J}(\rho_0)
\]

This implies that the last inequality in (75) is an equality, and the Lemma follows.

**Proof of (74).** Since \( J(\cdot, L) \) is convex with respect to the first variable, we have:

\[ \forall \zeta \in P^s_{\rho_0(x)} : \quad J(\zeta, L) + \frac{1}{2} v^2 \zeta \geq J(\zeta_x, L) + \frac{1}{2} v^2 \zeta_x + \frac{\partial}{\partial \zeta} J(\zeta_x, L) \omega + \frac{1}{2} v^2 \omega \]

\[ ^5 \text{Notice that } \zeta_x = \zeta_{\lambda, x} \text{ defined in (71) provided } \lambda = -U_0(x). \]
where \( \omega = \zeta - \zeta_x \). Hence

\[
\int \left( J(\zeta, L) + \frac{1}{2} v^2 \zeta \right) - \int \left( J(\zeta_x, L) + \frac{1}{2} v^2 \zeta_x \right) dv
\]

We now show that the second integral on the r.h.s of (76) is nonnegative. Set

\[
S_1 = \left\{ v \in \mathbb{R}^3 ; \quad E_0 - \frac{1}{2} v^2 - U_0(x) \geq 0 \right\}
\]

\[
S_2 = \left\{ v \in \mathbb{R}^3 ; \quad E_0 - \frac{1}{2} v^2 - U_0(x) < 0 \right\}
\]

Since \( \zeta_x = K[E_0 - 1/2v^2 - U_0(x)]_+^k \), the term in square brackets in (76) is written as

\[
[...] = [E_0 - U_0(x)]_+ ^k + \frac{1}{2} v^2 = \begin{cases} E_0 - U_0(x) & \text{if } v \in S_1 \\ \frac{1}{2} v^2 & \text{if } v \in S_2. \end{cases}
\]

Hence

\[
\int \left[ K^{-k} \left[ \zeta_x \right]^k + \frac{1}{2} v^2 \right] \omega dv
\]

\[
= (E_0 - U_0(x)) \int_{S_1} \omega(v) dv + \frac{1}{2} \int_{S_2} v^2 \omega(v) dv
\]

where the last equality in (77) follows from

\[
\int_{\mathbb{R}^3} \omega(v) dv = 0 \implies \int_{S_1} \omega(v) dv = - \int_{S_2} \omega(v) dv
\]

Now, \( \omega \geq 0 \) on \( S_2 \) since \( 0 \leq \zeta(v) = \zeta_x(v) + \omega(v) \) and \( \zeta_x(v) = 0 \) for \( v \in S_2 \) by definition. In addition, \( 1/2v^2 + U_0(x) - E_0 > 0 \) on \( S_2 \) by definition. This implies that the r.h.s of (77) is nonnegative. In particular, \( \zeta_x \in P_{\rho_0(x)} \) is a minimizer of (65) at \( s = \rho_0(x) \), and (74) follows.

Let \( \Gamma^M \) be the image of \( B^+_M \) under the mapping (60). That is:

\[ \mathcal{M} \in \Gamma^M \text{ iff } \mathcal{M} = \mathcal{M}_f \text{ for some } f \in B^+_M \]

By definition, \( \Gamma^M \) consists of monotone non-decreasing functions which satisfy

\[
\lim_{r \to \infty} \mathcal{M}(r) = M; \quad \mathcal{M}(0) = 0
\]
and $||M|| < \infty$ by Lemma 3.1. We denote $\Gamma^{M_0} = \Gamma^0$.

**Lemma 3.3.** If $M \in \Gamma^M$ for some $M > 0$, then

$$M(r) \leq \left( \frac{||M||}{2k+3} \right)^{\frac{2k+3}{n+1}}$$

for all $r \geq 0$.

Notice that $k > -1$ and $n > 1/2$ by (15), hence the exponent $(2k+3)/(n+1)$ in (79) is positive.

**Proof of Lemma 3.3.** A simple application of the Holder inequality yields:

$$M(r) = \int_0^r \frac{d}{dt} M(t) dt$$

$$\leq \left[ \int_0^r \left| \frac{d}{dt} M(t) \right|^{(n+1)/n} t^{-2(k+1)/(n+1)} dt \right]^{n/(n+1)} \cdot \left[ \int_0^r t^{2(k+1)/(n+1)} dt \right]^{1/(n+1)}$$

$$= \left( \frac{||M||}{2k+3} \right)^{r(2k+3)/(n+1)} .$$

We now turn our attention to the potential energy $E_p$ defined in (27).

**Lemma 3.4.** Given $f \in C^{s,+}_{b,M}$, the potential energy $E_p(f)$ is written, in terms of $M = M_f$, by

$$E(M) \equiv E_p(f) = -\frac{1}{8\pi} \int_0^\infty \frac{M^2(r)}{r^2} dr .$$

**Proof of Lemma 3.4.** By definition

$$E_p(f) = \frac{1}{2} \int_{\mathbb{R}^3} \rho_f(x) U_f(x) d^3x = 2\pi \int_0^\infty r^2 \rho(r) U_p(r) dr .$$

Apply (2) and use integration by parts to obtain

$$E_p(f) = 2\pi \int_0^\infty \frac{d}{dr} \left( r^2 \frac{dU_p}{dr} \right) U_p dr = -2\pi \int_0^\infty r^2 \left( \frac{dU_p}{dr} \right)^2 dr$$

where, for the validity of the integration by parts, we used the regularity of $\rho = \rho_f$ (where $f \in C^{s,+}_{b,M}$), and the asymptotics of the corresponding Newtonian potential

$$\lim_{r \to \infty} U_p(r) = 0 ; \lim_{r \to \infty} r^2 \frac{dU_p}{dr} = -\frac{M}{4\pi} .$$
The Lemma follows by using $M_\rho(r) = -4\pi r^2 U_\rho'(r)$. \qed

**Lemma 3.5.** – $E$ can be extended as a continuous functional over $\Gamma^M$ for any $M > 0$.

**Proof of Lemma 3.5.** – Let $\mathcal{M}_i \in \Gamma^M$, $i = 1, 2$. Then, for any $R > 0$

\begin{align}
|E(\mathcal{M}_1) - E(\mathcal{M}_2)| &\leq \frac{1}{8\pi} \int_0^R \frac{(M_1 - M_2)^2}{r^2} dr \\
&\quad + \frac{1}{8\pi} \int_0^\infty \frac{(M_1 - M_2)^2}{r^2} dr \\
&\leq \frac{||M_1 - M_2||}{8\pi(2k+3)} \int_0^R \frac{r^{2(2k+3)}-2}{r^{n+1}+2} dr + \frac{M^2}{8\pi R} \\
&\quad + \frac{n+1}{4k+5-n} \frac{||M_1 - M_2||}{8\pi(2k+3)} R^{\frac{4k+5-n}{n+1}} + \frac{M^2}{8\pi R}
\end{align}

where the second inequality in (82) follows from Lemma 3.3 and the bound $M_i < M$ since $M_i \in \Gamma^M$. Using (15) we observe that $\nu \equiv (4k + 5 - n)/(n + 1) > 0$. We can set $R = ||M_1 - M_2||^{-1/2\nu}$ in (82) to obtain

\begin{align}
|E(\mathcal{M}_1) - E(\mathcal{M}_2)| &\leq \frac{(n+1)}{8\pi(2k+3)(4k+5-n)} ||M_1 - M_2||^{1/2} \\
&\quad + \frac{M^2}{8\pi} ||M_1 - M_2||^{2\nu}
\end{align}

By Lemma 3.1 we obtain that there exists $C > 0$ for which

\[ ||\mathcal{M}_f|| \leq C ||f|| ; \quad \forall f \in \mathcal{B}. \]

This and Lemma 3.5 imply that the potential energy $E_p$, as defined in (27), is a continuous functional over $\mathcal{B}^+_M$. Moreover,

**Corollary 3.6.** – The energy-Casimir functional $D$, defined in section 1.2, is continuous on $\mathcal{B}^+_M$ for any $M > 0$.

Let us define the functional $\mathcal{C}$ over $\Gamma^M$:

\begin{align}
\mathcal{C}(\mathcal{M}) \equiv S(\mathcal{M}) + E(\mathcal{M})
\end{align}

where

\begin{align}
S(\mathcal{M}) &\equiv (4\pi)^{-1/n} \frac{n}{n+1} ||\mathcal{M}||^{\frac{n+1}{n}} \\
&= (4\pi)^{-1/n} \frac{n}{n+1} \int_0^\infty r^{-2(k+1)/n} \left( \frac{d}{dr} \mathcal{M} \right)^{(n+1)/n} dr.
\end{align}
By Lemma 3.5 we obtain that $C$ is continuous on $\Gamma^M$. Moreover, Lemma 3.1 and Lemma 3.2 yield

**Corollary 3.7.** – The inequality

$$\mathcal{D}(f) - \mathcal{D}(f_0) \geq C(\mathcal{M}_f) - C(\mathcal{M}^0)$$

holds for all $f \in \mathbf{B}_0^+$. For any $R > 0$, define

$$\Gamma^M_R \equiv \{ \mathcal{M} \in \Gamma^M ; \mathcal{M}(r) = M \ \forall r > R \}$$

Notice that, by the above definition, $\Gamma^M_R \subset \Gamma^M$ and, in particular, $\mathcal{M} \in \Gamma^M_R$ is defined for all $r > 0$ (not only on the interval $[0, R]$). In addition, if $\mathcal{M} \in \Gamma^M_R$, then $\mathcal{M} \in \Gamma^M_{R'}$ for any $R' > R$.

Evidently

$$\text{cl}\{ \bigcup_{R>0} \Gamma^M_R \} = \Gamma^M$$

Moreover, if $f \in C^s_r^+(\mu, k)$, then $\mathcal{M}_f \in \Gamma^M_R$ for some $R > 0$, related to the support radius of $f$. In particular:

$$\mathcal{M}^0 \in \Gamma^M_{R_0} \equiv \Gamma^0_{R_0} \subset \Gamma^0_R \text{ for all } R \geq R_0$$

where $R_0 > 0$ is the support radius of $\mathcal{M}^0$.

We now define the functional $\mathcal{C}_R$

$$\mathcal{C}_R(\mathcal{M}) = S_R(\mathcal{M}) + \mathcal{E}_R(\mathcal{M})$$

where

$$S_R(\mathcal{M}) \equiv (4\pi)^{-1/n} \frac{n}{n+1} \int_0^R r^{-2(k+1)/n} \left( \frac{d}{dr} \mathcal{M} \right)^{(n+1)/n} dr$$

$$\mathcal{E}_R(\mathcal{M}) = -\frac{1}{8\pi} \int_0^R \frac{\mathcal{M}^2(r)}{r^2} dr$$

Comparing (87), (81) and (83) to (84) we obtain, for any $\mathcal{M} \in \Gamma^M_R$:

$$\mathcal{E}_R(\mathcal{M}) = \mathcal{E}(\mathcal{M}) + \frac{M^2}{8\pi R} \ ; \ S_R(\mathcal{M}) = S(\mathcal{M})$$

The following is an immediate result of Corollary 3.7 and the above:

**Corollary 3.8.** – For any $f \in C^s_r^+(\mu, k)$ there exists $\bar{R} > 0$ so that

$$\mathcal{D}(f) - \mathcal{D}(f_0) \geq \mathcal{C}_R(\mathcal{M}_f) - \mathcal{C}_R(\mathcal{M}^0)$$

hold $\forall R > \bar{R}$.
4. THE EMDEN-FOWLER EQUATION REVISITED

In this section, we discuss some properties of the Emden-Fowler equation and its E-solutions. We will obtain these solutions as minimizers of the functional $C_R$ over $\Gamma^0_R$ for any $R \geq R_0$.

Recall that $\mathcal{M}^0$ is obtained in terms of an E-solution of the E-F equation via (12).

\begin{equation}
\mathcal{M}^0(r) = 4\pi \int_0^r s^2 \rho_0(s) ds = -4\pi r^2 \frac{d\phi_0}{dr}.
\end{equation}

Recall also that $\mathcal{M} \in \Gamma^0_R$, for any $R \geq R_0$ (c.f. (85)), and $\phi_0(R_0) = 0$.

The main result of this section is:

**Theorem 4.1.** - Let $R \geq R_0$ Then

\begin{equation}
C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq 0
\end{equation}

for any $\mathcal{M} \in \Gamma^0_R$, and $C_R(\mathcal{M}) = C_R(\mathcal{M}^0)$ only if $\mathcal{M} = \mathcal{M}^0$. Moreover, there exists $\delta' = \delta'(\varepsilon, R) > 0$ whenever $\varepsilon > 0$ and

\begin{equation}
C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq \delta'(\varepsilon, R)
\end{equation}

provided $\sup_{r \in [0, R]} |\mathcal{M}(r) - \mathcal{M}^0(r)| \geq \varepsilon$.

The proof of Theorem 4.1 is obtained as a corollary of Lemma 4.2, 4.3 below and of Lemma 2.3.

Let $0 \leq R_1 < R$ and $0 \leq M_1 < M_0$. Define

\[\Gamma^{0,M_1}_{R,R_1} = \Gamma^0_R \cap \{\mathcal{M} : \mathcal{M}(R_1) = M_1\}\]

and

\[C_{R_1,R_1}(\mathcal{M}) = C_R(\mathcal{M}) - C_{R_1}(\mathcal{M}) = (4\pi)^{-1/n} \int_{R_1}^R r^{2(k+1)/n} \left( \frac{d}{dr} \mathcal{M} \right)^{(n+1)/n} \frac{dr}{8\pi} \int_{R_1}^R \frac{\mathcal{M}^2}{r^2}.
\]

**Lemma 4.2.** - The functional $C_{R,R_1}$ is bounded from below on $\Gamma^{0,M_1}_{R,R_1}$. If $R_1 > 0$ or $R_1 = M_1 = 0$ then a minimizer is attained.

**Remark.** - Notice that $\Gamma^{0,M_1}_{R,R_1} = \emptyset$ if $M_1 > 0$ and $R_1 = 0$. In this case, the first part of Lemma 4.2 is trivial since any functional is bounded on an empty set. If $R_1 = M_1 = 0$, then $\Gamma^{0,M_1}_{R,R_1} = \Gamma^0_R$ and $C_{R,R_1} = C_R$.

*Annales de l’Institut Henri Poincaré - Analyse non linéaire*
Lemma 4.3. - Assume $R_1 > 0$ or $R_1 = M_1 = 0$. Then any minimizer $\mathcal{M}$ of $C_{R,R_1}$ over $\Gamma_{R,R_1}^{0,M_1}$ is given, in the interval $[R_1, R]$, by

$$\mathcal{M}(r)$$

where $\phi$ is a solution of the E-F equation on the interval $[R_1, R]$ subjected to the boundary conditions:

$$\frac{d\phi}{dr}(R_1) = -\frac{M_1}{4\pi R_1^2}; \quad \frac{d\phi}{dr}(R) = -\frac{M_0}{4\pi R^2}$$

If $R_1 = M_1 = 0$ then (92-a) is replaced by

$$\lim_{r \to 0} r^2 \frac{d\phi}{dr} = 0$$

In this section we only need Lemma 4.2 and Lemma 4.3 in the case $M_1 = R_1 = 0$. We chose, however, to present these Lemmas in this general setting since it will be handy for the next section.

Before turning to the proofs, we introduce the Proposition below, which will be used in the proof of Lemma 4.2 as well as in section 5.

Proposition 4.1. - Let $\mathcal{M} \in \Gamma_R^M$. For $\beta > 0$ define

$$\mathcal{M}_\beta(r) = \beta^\gamma \mathcal{M}(\beta r); \quad \gamma = \frac{2k - n + 3}{n - 1}$$

Then $\mathcal{M}_\beta \in \Gamma_{R/\beta}^{\beta^\gamma M}$ and

$$S_{R/\beta}(\mathcal{M}_\beta) = \beta^{2\gamma+1} S_R(\mathcal{M})$$

$$\mathcal{E}_{R/\beta}(\mathcal{M}_\beta) = \beta^{2\gamma+1} \mathcal{E}_R(\mathcal{M}).$$

In particular

$$C_{R/\beta}(\mathcal{M}_\beta) = \beta^{2\gamma+1} C_R(\mathcal{M})$$

Proposition 4.1 is verified by a direct substitution. Since the mapping (94) is one to one and onto from $\Gamma_R^M$ to $\Gamma_{R/\beta}^{\beta^\gamma M}$, we obtain immediately from Proposition 4.1

Corollary 4.2. - Suppose $\mathcal{M}$ is a minimizer of $C_R$ over $\Gamma_R^M$. Then $\mathcal{M}_\beta$ is a minimizer of $C_{R/\beta}$ over $\Gamma_{R/\beta}^{\beta^\gamma M}$.
Proof of Lemma 4.2. – The case $R_1 > 0$ is almost trivial. We shall concentrate on the case $M_1 = R_3 = 0$. By the remark below Lemma 4.2 we consider $C_{R_1, R} = C_{R_1}$ and $\Gamma_{R_1, R} = \Gamma_{R_1}$. We shall first prove that $C_{R_1}$ is bounded from below and is coercive on $R_1^M$ for any $R > 0$, $M > 0$. That is

$$\|\mathcal{M}\| \to \infty \implies C_{R_1}(\mathcal{M}) \to \infty$$

We distinguish two cases:

a) $n < 1$

b) $n > 1$

Case (a) is the easier. Using Lemma 3.3 and (87)

$$-\mathcal{E}_{R_1}(\mathcal{M}) \leq \left( \frac{\|\mathcal{M}\|}{2k + 3} \right)^2 \int_0^R r^{(4k+6)/(n+1)-2} dr$$

$$= \frac{n + 1}{4k + 5 - n} \left( \frac{\|\mathcal{M}\|}{2k + 3} \right)^2 R^{(4k+5-n)/(n+1)} \equiv C(R) \|\mathcal{M}\|^2$$

for any $\mathcal{M} \in \Gamma_{R_1}^M$. By (86),

$$C_{R_1}(\mathcal{M}) = (4\pi)^{-1/n} \frac{n}{n+1} \|\mathcal{M}\|^{(n+1)/n} + \mathcal{E}_{R_1}(\mathcal{M})$$

$$\geq (4\pi)^{-1/n} \frac{n}{n+1} \|\mathcal{M}\|^{(n+1)/n} - C(R) \|\mathcal{M}\|^2$$

and (98) holds since $(n + 1)/n > 2$ by assumption.

Case (b) is more difficult since $(n + 1)/n < 2$ and the homogeneous inequality (100) is useless. However, for $\mathcal{M} \in \Gamma_{R_1}^M$ we have $\mathcal{M}(r) \leq \mathcal{M}(n+1)/n M^{1-1/n}$, hence

$$-\mathcal{E}_{R_1}(\mathcal{M}) \leq \frac{M^{(n-1)/n}}{8\pi} \int_0^R r^{-2} \mathcal{M}^{(n+1)/n}(r) dr.$$ 

By the Holder inequality

$$\mathcal{M}(r) = \int_0^r \frac{d}{dt} \mathcal{M}(t) dt \leq \left( \int_0^r \left| \frac{d}{dt} \mathcal{M}(t) \right|^{(n+1)/n} dt \right)^{(n+1)/n} \cdot r^{1/(n+1)}$$

An application of (102) and an integration by parts on the r.h.s of (101) yields

$$-\mathcal{E}_{R_1}(\mathcal{M}) \leq \frac{M^{(n-1)/n}}{8\pi} \int_0^R r^{(1-2n)/n} \left( \int_0^r \left| \frac{d}{dt} \mathcal{M}(t) \right|^{(n+1)/n} dt \right)^{(n+1)/n} dr$$

$$\left( \int_0^R \left| \frac{d}{dt} \mathcal{M}(t) \right|^{(n+1)/n} t^{-(n-1)/n} dt - R^{(1-n)/n} \int_0^R \left| \frac{d}{dt} \mathcal{M} \right|^{(n+1)/n} dt \right).$$

Annales de l’Institut Henri Poincaré - Analyse non linéaire
 Notice that \( t^{-\frac{n-1}{n}} \leq t^{-\frac{2(k+1)}{n}} \) for \( 0 < t \leq 1 \) since \( \frac{n-1}{n} < \frac{2(k+1)}{n} \) (c.f. (15)). Thus

\[
(104) \quad \int_0^R t^{-\frac{n-1}{n}} \left| \frac{d}{dt} \mathcal{M} \right|^{\frac{n+1}{n}} \leq \int_0^R t^{-\frac{2(k+1)}{n}} \left| \frac{d}{dt} \mathcal{M} \right|^{\frac{n+1}{n}}
\]

provided \( R \leq 1 \). We obtain by (103)-(104) and (87) for \( \mathcal{M} \in \Gamma^M_R, R \leq 1 \),

\[
(105) \quad S_R(\mathcal{M}) \geq (4\pi)^{1/n} \frac{n}{n+1} \int_0^R r^{-\frac{n-1}{n}} \left| \frac{d}{dt} \mathcal{M}(t) \right|^{\frac{n+1}{n}} dr 
\geq (4\pi)^{1/n} \frac{n-1}{n+1} \frac{\mathcal{E}_R(\mathcal{M})}{M^{(n-1)/n}}
\]

Using the definition of \( C_R \)

\[
(106) \quad C_R(\mathcal{M}) = S_R(\mathcal{M}) + \mathcal{E}_R(\mathcal{M}) \geq S(\mathcal{M}) \left[ 1 - (4\pi)^{1/n} \frac{n+1}{n-1} M^{(n-1)/n} \right].
\]

Thus, there exists a positive constant \( M^c \) so that \( C_R \) is nonnegative over \( \Gamma^M_R \) provided \( R \leq 1 \) and \( M \leq M^c \). Moreover, under the same conditions, there exists \( C > 0 \) for which

\[
(107) \quad C_R(\mathcal{M}) \geq C \| \mathcal{M} \|^\frac{n+1}{n}
\]

and (98) holds.

If \( M \leq M^c \) but \( R > 1 \), it follows by the definition of \( C_R \), (88) and (107)

\[
(108) \quad C_R(\mathcal{M}) = S_R(\mathcal{M}) + \mathcal{E}_R(\mathcal{M}) \geq S_1(\mathcal{M}) + \mathcal{E}_1(\mathcal{M}) - \frac{M^2}{8\pi} + [S_R(\mathcal{M}) - S_1(\mathcal{M})]
\geq CS_1(\mathcal{M}) - \frac{M^2}{8\pi} + [S_R(\mathcal{M}) - S_1(\mathcal{M})] \geq \min\{C,1\} S_R(\mathcal{M}) - \frac{M^2}{8\pi}
\]

To complete the proof of case (b), we apply Proposition 4.1 with \( \beta \) chosen to satisfy \( \beta^\gamma M = M^c \). Using (108) and (95) we obtain

\[
C_R(\mathcal{M}) \geq \beta^{-(2\gamma+1)} \left[ \min\{C,1\} S_{R/\beta}(\mathcal{M}^\beta) - \frac{(M^c)^2}{8\pi} \right]
\]

which reduce, after an application of (97) and substitution of \( \beta^\gamma = M^c/M \), into

\[
C_R(\mathcal{M}) \geq \min\{C,1\} \| \mathcal{M} \|^\frac{n+1}{n} - C'(M)
\]

for arbitrary \( R > 0 \) and \( M > 0 \).
We conclude in particular that $C_R$ is bounded from below on $\Gamma^0_R$ and is, moreover, coercive. To show the existence of a minimizer it is enough to show that $C_R$ is weakly-lower-semi-continuous (w.l.s.c) with respect to the weak topology associated with the underlying space. The $S_R$ part of $C_R$ is a convex functional, hence it is w.l.s.c. We will show that $\mathcal{E}_R$ is weakly continuous.

Let $\mathcal{M}_j \to \mathcal{M}$ be a weakly converging sequence in $\Gamma^0_R$. By compact embedding of the associated weak topology in the $C^0$ norm it follows that $\mathcal{M}_j$ converges uniformly to $\mathcal{M}$ (remember that $\mathcal{M}(r) = M_0$ for all $r \geq R$). Define

$$
\mathcal{E}^\varepsilon_R(\mathcal{M}) \equiv -\int^R_0 \frac{\mathcal{M}^2(r)}{r^2} dr.
$$

Then

$$
\lim_{j \to \infty} \mathcal{E}^\varepsilon_R(\mathcal{M}_j) = \mathcal{E}^\varepsilon_R(\mathcal{M})
$$

On the other hand, by Lemma 3.3

$$
\mathcal{E}^\varepsilon_R(\mathcal{M}_j) - \mathcal{E}_R(\mathcal{M}_j) = \int^\varepsilon_0 \frac{\mathcal{M}_j^2(r)}{r^2} dr \leq C\varepsilon(4k+5-n)/(n+1),
$$

holds along the subsequence. Notice that $(4k+5-n)/(n+1) > 0$ by assumption (15), thus the r.h.s of (110) can be set arbitrarily small for a sufficiently small $\varepsilon > 0$. Hence $\mathcal{E}_R(\mathcal{M}_j) \to \mathcal{E}_R(\mathcal{M})$ and $\mathcal{E}_R$ is weakly continuous on $\Gamma^0_R$.

**Proof of Lemma 4.3.** We shall assume that $M_1 = R_1 = 0$. The proof in the case $R_1 > 0$ is almost identical (and somewhat easier).

We will show that the E-F equation is the inverse of the Euler Lagrange equation (or inequality, in this case) corresponding to the functional $C_R$.

Let $\mathcal{M}^{0,R} \in \Gamma^0_R$ be a minimizer of $C_R$. Any $\mathcal{M} \in \Gamma^0_R$ can be identified with a continuous function. Moreover, its distributional derivative $\mathcal{M}'$ is an $L_{(n+1)/n}(r^{-2(k+1)/n} dr)$ function, and $\mathcal{M}' \geq 0$ a.e.

An admissible function $\omega \in L_{(n+1)/n}(r^{-2(k+1)/n} dr)$ is defined by the following condition: $\exists \delta > 0$ so that

$$
\mathcal{M}_{\delta}^\omega(r) \equiv \mathcal{M}^{0,R}(r) + \delta \int^r_0 \omega(s) ds \in \Gamma^0_R
$$

Given $\varepsilon > 0$, $\varepsilon' > 0$, let

$$
\mathcal{A}^\varepsilon_{\varepsilon'} \equiv \{ r \in [\varepsilon', R], \ (\mathcal{M}^{0,R})' \leq \varepsilon \ a.e. \}.
$$
It is easily verified that $\omega \in L_\infty \cap L_{(n+1)/n}(r^{-2(k+1)/n}dr)$ is admissible if
\begin{equation}
\omega(s) = 0 \text{ for } 0 \leq s \leq \varepsilon',
\end{equation}
\begin{equation}
\int_{\varepsilon'}^R \omega = 0
\end{equation}
and
\begin{equation}
\omega(s) \geq 0 \text{ for almost any } s \in A_{\varepsilon'}.
\end{equation}

Since $\mathcal{M}^{0,R}$ is a minimizer of $\mathcal{C}_R$ in $\bar{\Gamma}^M_R$, it follows that
\begin{equation}
0 \leq C^{n,k}_R(\mathcal{M}^{0,R}) - C^{n,k}_R(\mathcal{M}^{0,R})
\end{equation}
\begin{equation}
= \delta \left[ (4\pi)^{-1/n} \int_{\varepsilon'}^R r^{-2(k+1)/n} \left( \frac{d}{dr} \mathcal{M}^{0,R} \right)^{1/n} \omega dr - \frac{1}{4\pi} \int_{\varepsilon'}^R \int_{\varepsilon'}^r \omega(s) \frac{\mathcal{M}^{0,R}(r)}{r^2} dr ds \right] + o(\delta)
\end{equation}
We are permitted to apply integration by parts on the second integral of (115) and obtain
\begin{equation}
\frac{1}{4\pi} \int_{\varepsilon'}^R \int_{\varepsilon'}^r \omega(s) \frac{\mathcal{M}^{0,R}(r)}{r^2} ds dr = \int_{\varepsilon'}^R U^{0,R}(r) \omega(r) dr - U^{0,R}(\varepsilon') \int_{\varepsilon'}^0 \omega(s) ds = \int_{\varepsilon'}^R U^{0,R}(r) \omega(r) dr
\end{equation}
where we used (112) and the definition
\begin{equation}
U^{0,R}(r) \equiv - \int_{r}^{R} \frac{\mathcal{M}^{0,R}(s)}{s^2} ds ; \ r \geq \varepsilon'.
\end{equation}

We obtain
\begin{equation}
\int_{\varepsilon'}^R \left[ (4\pi)^{-1/n} r^{-2(k+1)/n} \left( \frac{d}{dr} \mathcal{M}^{0,R}(r) \right)^{1/n} - U^{0,R}(r) \right] \omega(r) \geq 0
\end{equation}
for any permissible $\omega$ satisfying (113, 114). The function in the brackets of (118) can be identified as a function in $L_{n+1}(r^{-2(k+1)/n}dr)$, which is the dual of $L_{(n+1)/n}(r^{-2(k+1)/n}dr)$. It then follows by (113, 114) that
\begin{equation}
(4\pi)^{-1/n} r^{-2(k+1)/n} \left( \frac{d}{dr} \mathcal{M}^{0,R}(r) \right)^{1/n} - U^{0,R}(r) \geq \lambda
\end{equation}
must hold on \([\varepsilon', R]\), where \(\lambda\) is some constant, while an equality in (119) is obtained at \([\varepsilon, R]\) \(A^\varepsilon\). Since \(\varepsilon, \varepsilon'\) can be chosen arbitrarily small, we obtain

\[
(120) \quad (4\pi)^{-1} r^{-2} \frac{d}{dr} \mathcal{M}^{0,R}(r) = r^{2k}(U^{0,R}(r) + \lambda)^n
\]
a.e. on \((0, R)\). In particular, \(\mathcal{M}^{0,R}\) is continuously differentiable on \((0, R]\) and the equality in (120) holds anywhere. The proof now follows from (120) by the notation \(U^{0,R} + \lambda \equiv \phi\) and the identity

\[
(121) \quad -(4\pi)^{-1} r^{-2} \frac{d}{dr} \mathcal{M}^{0,R}(r) = \left( \frac{d^2}{dr^2} + 2 \frac{d}{dr} \right) U^{0,R} = \left( \frac{d^2}{dr^2} + 2 \frac{d}{dr} \right) \phi
\]
obtained by (117).

\[\square\]

**Proof of Theorem 4.1.** We know by Lemma 4.2 that a minimizer \(\mathcal{M}^{0,R}\) does exist for \(C_R\) on \(\Gamma^0_R\). We also have the characterization of this minimizer by Lemma 4.3, i.e.

\[
\mathcal{M}^{0,R} = 4\pi r^2 \phi'.
\]

where \(\phi\) is a solution of the E-F equation. Since \(\mathcal{M}^{0,R} \in \Gamma^0_R\), \(\phi\) satisfy the boundary conditions (92 - b) and (93). Moreover, by Lemma 2.2, the condition (93) implies that \(\phi\) is an E-solution on the interval \([0, R]\), namely

\[
\lim_{r \to 0} \phi(r) \equiv \phi(0)
\]
exists. By Lemma 2.4 there exists at most one E-solution \(\phi\) of the E-F equation compatible with (92 b). Hence the minimizer \(\mathcal{M}^{0,R}\) is unique. If \(R > R_0\) then necessarily \(\mathcal{M}^{0,R} = \mathcal{M}^0\).

To prove the second part of Theorem 4.1, let us consider a minimizing sequence \(\mathcal{M}_j \in \Gamma^0_R\) of \(C_R\) subject to the constraint

\[
\sup_{r \in [0, R]} \left| \mathcal{M}_j(r) - \mathcal{M}^0(r) \right| \geq \varepsilon.
\]

If (91) is violated, then \(\lim_{j \to \infty} C_R(\mathcal{M}_j) = C_R(\mathcal{M}^0)\). The minimizing sequence \(\{\mathcal{M}_j\}\) contains a weakly converging sequence. Let \(\mathcal{M}\) be the limit. Then \(\mathcal{M} \in \Gamma^0_R\). Since \(C_R\) is w.l.s.c, \(C_R(\mathcal{M}^{0,R}) = C_R(\mathcal{M})\). On the other hand the subsequence converge uniformly on \([0, R]\), thus

\[
\sup_{r \in [0, R]} \left| \mathcal{M}(r) - \mathcal{M}^0(r) \right| \geq \varepsilon.
\]

In particular \(\mathcal{M} \neq \mathcal{M}^0\). This violates the uniqueness of the minimizer in \(\Gamma^0_R\). \(\square\)
5. PROOF OF THE MAIN RESULT

5.1. Uniform estimates

In this subsection we will remove the \( R \)-dependence of \( \delta' \) in (91).

**Theorem 5.1.** – For any \( \varepsilon > 0 \) small enough, there exists a positive \( \delta' = \delta'(\varepsilon) \) where

\[
C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq \delta'(\varepsilon)
\]

holds for any \( R > R_0 \) and any \( \mathcal{M} \in \Gamma^0_R \) provided

\[
\sup_{r \geq 0} |\mathcal{M}(r) - \mathcal{M}^0(r)| \geq \varepsilon.
\]

Note that, unlike \( \delta'(\varepsilon, R) \) of Theorem 4.1, \( \delta' \) of Theorem 5.1 is independent of \( R \).

The proof of Theorem 5.1 follows from an application of Theorem 4.1 together with Lemma 5.2 and Lemma 5.3 below:

**Lemma 5.2.** – For any \( \varepsilon > 0 \) small enough, there exists a positive \( \delta_1 = \delta_1(\varepsilon) \) and \( R_1 = R_1(\varepsilon) > R_0 \) for which

\[
C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq \delta_1(\varepsilon)
\]

for any \( R > R_1(\varepsilon) \) and any \( \mathcal{M} \in \Gamma^0_R \) which satisfy \( \mathcal{M}(R_1) \leq M_0 - \varepsilon \). Note that neither \( \delta_1 \) nor \( R_1 \) depends on \( R \).

**Lemma 5.3.** – Let \( \mathcal{M} \in \Gamma^0_R \) for some \( R > R_0 \). Assume \( \sup_{r \geq 0} |\mathcal{M}(r) - \mathcal{M}^0(r)| \geq \varepsilon \) and \( \mathcal{M}(R_1(\varepsilon)) \geq M_0 - \varepsilon \) where \( R_1(\varepsilon) \) as given in Lemma 5.2. Then there exists \( \overline{R} = \overline{R}(\varepsilon) \geq R_1(\varepsilon) \) independent of \( R \) and \( \overline{\mathcal{M}} \in \Gamma^0_{\overline{R}} \) which satisfy

\[
\overline{\mathcal{M}}(r) = \mathcal{M}(r) \text{ for } 0 \leq r \leq R_1(\varepsilon)
\]

and, moreover:

\[
C_R(\overline{\mathcal{M}}) \leq C_R(\mathcal{M})
\]

**Proof of Theorem 5.1.** – Let \( \varepsilon > 0 \) and \( \mathcal{M} \in \Gamma^0_R \) which satisfy the conditions of the Theorem. Then either of the alternatives hold:

1. \( \mathcal{M}(R_1(\varepsilon)) \leq M_0 - \varepsilon \). Then, by Lemma 5.2, (122) holds with \( \delta'(\varepsilon) = \delta_1(\varepsilon) \), or
2. \( \mathcal{M}(R_1(\varepsilon)) > M_0 - \varepsilon \). Then, by Lemma 5.3

\[
C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq C_R(\overline{\mathcal{M}}) - C_R(\mathcal{M}^0) = C_R(\overline{\mathcal{M}}) - C_R(\mathcal{M}^0)
\]

where the last inequality in (124) follows from \( \overline{\mathcal{M}} \in \Gamma^0_{\overline{R}} \) since \( \overline{R} > R_0 \) by Lemma 5.3.
By the assumption of the second alternative, $M(r) > M_0 - \varepsilon = M_0^0(r) - \varepsilon$ for any $r > R_1(\varepsilon)$ (remember $R_1(\varepsilon) > R_0$). Since $\sup_{r \geq 0} |M(r) - M_0^0(r)| \geq \varepsilon$, there exists $0 < r^* \leq R_1(\varepsilon) \leq \tilde{R}(\varepsilon)$ for which $|M(r^*) - M_0^0(r^*)| \geq \varepsilon$. By Lemma 5.3, $M \in \Gamma_0^{M_0}$ is identical with $M$ on the interval $[0, R_1(\varepsilon)]$. Hence $\sup_{r \geq 0} |M(r) - M_0^0(r)| \geq \varepsilon$. Then, Theorem 4.1 and (124) yield

$$C_R(M) - C_R(M_0^0) \geq \delta'(\varepsilon, \tilde{R}(\varepsilon))$$

(125)

Combine both alternatives and set

$$\delta'(\varepsilon) = \min \left\{ \delta_1(\varepsilon), \delta'(\varepsilon, \tilde{R}(\varepsilon)) \right\}.$$

This conclude the proof of the Theorem. 

\[ \Box \]

**Proof of Lemma 5.2.** – Let $M \in \Gamma_0^M$ and $R_1 > R_0$ which satisfy the assumption of the Lemma, namely $M(R_1) \leq M_0 - \varepsilon$. We shall find an explicit estimate for $R_1 = R_1(\varepsilon)$ and $\delta_1(\varepsilon)$ for which (123) holds.

Since $\lim_{r \to \infty} M(r) = M_0$, there must exist $R_2 > R_1$ for which $M(R_2) = M_0 - \varepsilon$. We may, then, define $M^\varepsilon \in \Gamma_{R_2}^{M_0-\varepsilon}$ by:

$$M^\varepsilon(r) = M(r) \quad \forall r \in [0, R_2] ; \quad M^\varepsilon = M_0 - \varepsilon \quad \text{for} \quad r \geq R_2$$

Evidently, $S_R(M) \geq S_{R_2}(M^\varepsilon)$ and $E_R(M) \geq E_{R_2}(M^\varepsilon) - M_0^2/8\pi R_2.$ Hence

$$C_R(M) \geq C_{R_2}(M^\varepsilon) - \frac{M_0^2}{8\pi R_2}$$

In addition, $C_R(M_0^0) \leq C_{R_2}(M_0^0) + M_0^2/8\pi R_2$ (notice that $M_0^0 \in \Gamma_{R_2}^0$ since $R_2 \geq R_1 \geq R_0$ by assumption). Thus

$$C_R(M) - C_R(M_0^0) \geq C_{R_2}(M^\varepsilon) - C_{R_2}(M_0^0) - \frac{M_0^2}{4\pi R_2}.$$

(126)

Let us consider now the minimizer of $C_{R_2}$ over $\Gamma_{R_2}^{M_0-\varepsilon}$. By Theorem 4.1 we know that this minimizer exists. We may, now, call Corollary 4.2 and observe that $M^\varepsilon = M_0^0$ provided $\beta R_2 > R_0$ and

$$M_0^0(\beta R_2) = \beta^\gamma M_0 = M_0 - \varepsilon.$$

Let

$$\beta = \left(1 - \frac{\varepsilon}{M_0}\right)^{1/\gamma}.$$

(127)

(128)
If \( \varepsilon \) is small enough, then \( \beta R_2 > R_0 \), and (128) implies (127). We now recall Proposition 4.1, (97) to obtain

\[
(129) \quad C_{R_2}(\mathcal{M}_\beta^0) = \beta^{2\gamma+1}C_{R_2}(\mathcal{M}^0) \geq \beta^{2\gamma+1}C_{R_2}(\mathcal{M}^0) - \frac{M_0^2}{4\pi R_2}
\]

Since \( \mathcal{M}_\beta^0 \) is the minimizer of \( C_{R_2} \) over \( \Gamma_{R_2}^{M_0-\varepsilon} \) and \( \mathcal{M}^\varepsilon \in \Gamma_{R_2}^{M_0-\varepsilon} \)

\[
(130) \quad C_{R_2}(\mathcal{M}^\varepsilon) \geq C_{R_2}(\mathcal{M}_\beta^0)
\]

Combining (126), (129) and (130)

\[
(131) \quad C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq (\beta^{2\gamma+1} - 1)C_{R_2}(\mathcal{M}^0) - \frac{M_0^2}{2\pi R_2}.
\]

Substitute (128) in (131) to obtain

\[
(132) \quad C_R(\mathcal{M}) - C_R(\mathcal{M}^0) \geq -C_{R_2}(\mathcal{M}^0) \left[ 1 - \left(1 - \frac{\varepsilon}{M_0}\right)^\nu \right] - \frac{M_0^2}{2\pi R_2}
\]

where

\[
\nu \equiv \frac{4k + 5 - n}{2k + 3 - n} > 0
\]

(c.f. (15)). To complete the proof of the Lemma, we show that

\[
(133) \quad \lim_{R \to \infty} C_R(\mathcal{M}^0) < 0.
\]

Granted (133) and recalling that \( C_R(\mathcal{M}^0) \) is monotone decreasing as a function of \( R \) for \( R > R_0 \), we may choose \( R_1 = R_1(\varepsilon) \) sufficiently large for which

\[
(134) \quad \frac{1}{2\pi R_1} \leq \delta_1(\varepsilon) > 0
\]

for all \( R_2 > R_1(\varepsilon) \). The inequality (122) follows from (132), (134).

We turn now to the proof of (133). Suppose \( C_R(\mathcal{M}^0) \geq 0 \) for all \( R \) sufficiently large. Then \( \mathcal{M}_\beta^0 \) is a minimizer of \( C_{R/\beta} \) over \( \Gamma_{R/\beta}^{\beta\gamma M_0} \) \( \forall \beta > 0 \).

Using Proposition 4.1 (97)

\[
(135) \quad C_{R/\beta}(\mathcal{M}_{\beta}^0) = \beta^{2\gamma+1}C_R(\mathcal{M}^0) \geq 0
\]
for any \(\beta > 0\). On the other hand, \(\beta^\gamma \mathcal{M}^0 \in \Gamma^\beta_M^0\) for any \(R \geq R_0\). By the definition of \(C_R\)

\[
C_R(\beta^\gamma \mathcal{M}^0) = \beta^{\gamma(1+1/n)} \mathcal{S}_R(\mathcal{M}^0) + \beta^{2\gamma} \mathcal{E}_R(\mathcal{M}^0)
\]

where \(\mathcal{S}_R(\mathcal{M}^0) > 0\) and \(\mathcal{E}_R(\mathcal{M}^0) < 0\) for any \(R > 0\) as well as in the limit \(R \to \infty\) by definition \((86, 87)\). In the case \(n > 1\) (where \(\gamma > 0\)), \((136)\) guarantees that \(\inf_{\Gamma^M} C_R < 0\) where \(M = \beta^\gamma M_0\) and \(\beta\) sufficiently large (equivalently \(M\) sufficiently large). This contradicts \((135)\) via the minimality of \(C_{R/\beta}(\mathcal{M}^0)\) over \(\Gamma^M_0\) for \(R > R_0/\beta\). In the case \(n < 1\) (\(\gamma < 0\)) we obtain a contradiction by taking large \(\beta\) (corresponding, this time, to small \(M\)) in \((136)\), which makes the second term in \((136)\) dominant. \(\Box\)

**Proof of Lemma 5.3** – Consider the functional \(C_R\) defined over the set

\[
\Lambda \equiv \{ \mathcal{N} \in \mathcal{M} \in \Gamma^M_0 ; \mathcal{N}(r) = \mathcal{M}(r) \text{ for } 0 \leq r \leq R_1(\varepsilon) \} .
\]

By Lemma 4.2 and Lemma 4.3 it follows that there exists a minimizer \(\mathcal{M} \in \mathcal{N}\) for \(C_R\) which satisfy

\[
\mathcal{M}(r) = -4\pi r^2 \frac{d\phi_R}{dr} \quad \text{for } r \in [R_1(\varepsilon), R] ; \quad \mathcal{M}(r) = \mathcal{M}(r) \text{ for } r \in (0, R_1(\varepsilon)]
\]

where \(\phi_R\) is a solution of the E-F equation on the interval \([R_1(\varepsilon), R]\) which satisfy the boundary conditions:

\[
(137) \quad -4\pi R_1^2 \frac{d\phi_R}{dr} \bigg|_{(r=R_1)} \in [M_0 - \varepsilon, M_0] ; \quad -4\pi R^2 \frac{d\phi_R}{dr} \bigg|_{(r=R)} = M_0 .
\]

The Lemma will follows provided we show that there exists \(\mathcal{R} > R_1\) for which all solutions of the E-F equation subjected to \((137)\) where \(R > \mathcal{R}\) do satisfy \(\phi_R(\mathcal{R}) < 0\). Assuming the opposite, there exists a sequence \(R_j \to \infty\) and \(\mathcal{R}_j \to \infty\) where \(\mathcal{R}_j \leq R_j\) and \(\phi_{R_j} \geq 0\) on the intervals \([R_1, R_j]\). Let us fix an \(R_* > R_1\). By \((137)\) it follows that \(-4\pi R_{R_1}^2 \phi_{R_1}(R_*) \in [M_0 - \varepsilon, M_0]\) provided \(R_j > R_*\). By Lemma 2.4 we obtain that \(\phi_{R_j}(R_1)\) are uniformly bounded. Thus, we may extract a subsequence for which \(\phi_{R_j}(R_1)\) converge to, say, \(\alpha_\infty\), while \(-4\pi R_{R_1}^2 \phi_{R_1}(R_1)\) converge to \(\beta \in [M_0 - \varepsilon, M_0]\). Let \(\phi_\infty\) be the solution of the E-F equation on the interval \([R_1, \infty)\) subjected to

\[
\phi_\infty(R_1) = \alpha_\infty ; \quad -4\pi R_1^2 \frac{d\phi_\infty}{dr} \bigg|_{(r=R_1)} = \beta .
\]

*Annales de l'Institut Henri Poincaré - Analyse non linéaire*
It follows that the subsequence $\phi_{R_j}$ converge locally uniformly to $\phi_\infty$. By the assumption $\phi_{R_j} \geq 0$ on the intervals $[R_1, R_j]$ we obtain that

(138) \[ \phi_\infty \geq 0 ; \quad \forall r \geq R_1. \]

However, by Lemma 2.1, all solutions $\phi$ of the E-F equation have a finite radius. This implies that there exists $\bar{R} > R_1$ for which $\phi_\infty(\bar{R}) = 0$. Evidently, $\phi_\infty \neq 0$ hence $\phi_\infty(r) < 0$ for any $r > \bar{R}$. This contradicts (138).

5.2. Proof of the stability Theorem

We are now in a position to prove the main result Theorem 1.1. First, we show that Theorem 1.1 is implied by Theorem 1.2.

Let $\delta > 0$ be sufficiently small for (20) to imply that $\left| D(\hat{f}) - D(f_0) \right| < \delta' (\varepsilon)$, where $\delta'$ as given in Theorem 1.2-(5). This is possible since $D$ is continuous by Theorem 1.2-(3). Now, if (21) is violated for some $t > 0$, then we obtain a contradiction to (25) since $D$ is time invariant.

The proof of Theorem 1.2-(1) and the time invariance of the energy-Casimir was discussed in section 1.2. Evidently, $f(\cdot, t) \in B_0^+$ since $f(\cdot, t) \in C_b^{a, +}(\mu, k)$ by the classical existence Theorem [3]. Part (2) is proved by Lemma 3.2. The continuity of $D$ [part (3)] was proved in Corollary 3.6. Part (4) follows from Lemma 3.1. As for part (5), it follows from Theorem 5.1 and Corollary 3.8, since $C_{M_0, b}^{a, +}$ is dense in $B_0^+$.
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