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Abstract. The aim of this note is to give a straightforward proof of a general version of the Ciesielski–Taylor identity for positive self-similar Markov processes of the spectrally negative type which umbrellas all previously known Ciesielski–Taylor identities within the latter class. The approach makes use of three fundamental features. Firstly, a new transformation which maps a subset of the family of Laplace exponents of spectrally negative Lévy processes into itself. Secondly, some classical features of fluctuation theory for spectrally negative Lévy processes (see, e.g., [In Séminaire de Probabilités XXXVIII (2005) 16–29 Springer]) as well as more recent fluctuation identities for positive self-similar Markov processes found in [Ann. Inst. H. Poincaré Probab. Statist. 45 (2009) 667–684].
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1. Introduction

Suppose that $(X, Q^{(\nu)})$ is a Bessel process $X$ starting from 0 with dimension $\nu > 0$. That is to say, the $[0, \infty)$-valued diffusion whose infinitesimal generator is given by

\[ L_\nu f(x) = \frac{1}{2} f''(x) + \frac{\nu - 1}{2x} f'(x) \]

on $(0, \infty)$ for $f \in C^2(0, \infty)$ with instantaneous reflection at 0 when $\nu \in (0, 2)$ (i.e., $f'(0^+) = 0$) and when $\nu \geq 2$ the origin is an entrance-non-exit boundary point. For these processes, Ciesielski and Taylor [10] observed that the following curious identity holds in distribution. For $a > 0$ and integer $\nu > 0$,

\[ (T_a, Q^{(\nu)}) \overset{(d)}{=} \left( \int_0^\infty \mathbb{1}_{[X_s \leq a]} \, ds, Q^{(\nu+2)} \right), \]  

(1.1)
where

\[ T_a = \inf\{s \geq 0; X_s = a\}. \]

They proved this relationship by showing that the densities of both random variables coincide. Getoor and Sharpe [12] extended this identity to any dimension \( \nu > 0 \) by means of the Laplace transform and recurrence relationships for Bessel functions. Biane [4] has generalized this identity in law to one-dimensional diffusions by appealing to the Feynman–Kac formula for the Laplace transforms of the path functionals involved and an analytical manipulation of the associated infinitesimal generators. Yor [21] offered a probabilistic explanation by using the occupation times formula and Ray–Knight theorems. Finally, Carmona et al. [7], Theorem 4.8, proved a similar identity, in terms of the confluent hypergeometric function, for a self-similar ‘saw tooth’ process. There is also a Ciesielski–Taylor type identity for spectrally negative Lévy processes which is to be found in a short remark of Bertoin [1].

In the majority of the aforementioned cases, the underlying stochastic processes are examples of positive self-similar Markov processes of the spectrally negative type. Recall that Lamperti [15] showed that, for any \( x \in \mathbb{R} \), there exists a one-to-one mapping between \( \mathbb{P}_x \), the law of a generic Lévy process (possibly killed at an independent and exponentially distributed time), say \( \xi = (\xi_t; t \geq 0) \), starting from \( x \), and the law \( \mathbb{P}_{e^x} \) of an \( \alpha \)-self-similar positive Markov process, say \( X = (X_t; t \geq 0) \), starting from \( e^x \) and killed on first hitting zero. The latter process is a \([0, \infty)\)-valued Feller process which enjoys the following \( \alpha \)-self-similarity property, for any \( \alpha, x > 0 \), and \( c > 0 \),

\[
(\{X_t; t \geq 0, \mathbb{P}_{e^x}\}) \overset{d}{=} (\{cX_{c^{-\alpha}t}; t \geq 0, \mathbb{P}_x\}).
\] (1.2)

Specifically, Lamperti proved that \( X \) can be constructed from \( \xi \) via the relation

\[
\log X_t = \xi_{A_t}, \quad 0 \leq t < \zeta,
\] (1.3)

where \( \zeta = \inf\{t > 0; X_t = 0\} \) and

\[
A_t = \inf\left\{s \geq 0; \int_0^s e^{x\zeta_u} \, du > t \right\}.
\] (1.4)

In this paper we are predominantly interested in the case that \( \xi \) is a (possibly killed) spectrally negative Lévy process; that is to say, \( X \) is a positive self-similar Markov process of the spectrally negative type. For this class of driving spectrally negative Lévy processes it is known that \( \mathbb{E}(\xi_1) \in [-\infty, \infty) \) and when there is no killing and \( \mathbb{E}(\xi_1) \geq 0 \) one may extend the definition of \( X \) to include the case that it is issued from the origin by establishing its entrance law \( \mathbb{P}_0 \) as the weak limit with respect to the Skorohod topology of \( \mathbb{P}_x \) as \( x \downarrow 0 \); see [3,6]. We also recall that when \( \mathbb{E}(\xi_1) < 0 \) (resp., \( \xi \) is killed) then the boundary state 0 is reached continuously (resp., by a jump). In these two cases, one cannot construct an entrance law, however, Rivero [20] and Fitzsimmons [11] show that it is possible instead to construct a unique recurrent extension on \([0, \infty)\) such that paths leave 0 continuously, thereby giving a meaning to \( \mathbb{P}_0 \), if and only if there exists a \( \theta \in (0, \alpha) \) such that \( \mathbb{E}(e^{\theta \xi_1}) = 1 \). Moreover, for these cases, the recurrent extension on \([0, \infty)\) is unique.

The object of this paper is to establish a new general Ciesielski–Taylor type identity for the aforementioned class of self-similar Markov processes of the spectrally negative type issued from the origin. Our identity will umbrella all of the known examples within this class. The basis of our new identity will be the blend of a new transformation which maps a subset of the family of Laplace exponents of spectrally negative Lévy processes into itself together with some classical features of fluctuation theory for spectrally negative Lévy processes as well as more recent fluctuation identities for positive self-similar Markov processes. Although we appeal to the principle of matching Laplace transforms in order to obtain our distributional identity, we consider our proof to be largely probabilistic and quite straightforward in its nature. We make predominant use of spectral negativity and the strong Markov property, avoiding the use of the Feynman–Kac formula and subsequent integro-differential equations that follow thereof.

The remaining part of the paper is organized as follows. In the next section, we first introduce preliminary notation as well as the family of transformations \( T_\beta \) acting on Laplace exponents of spectrally negative Lévy processes. In the section thereafter we state and prove our new Ciesielski–Taylor type identity. Finally, we conclude with some examples including some discussion on how our technique relates to possible alternative proofs which make use of the Feynman–Kac formula.
2. The transformation $T_\beta$

Recall that a killed Lévy process should be understood as the process which executes the path of a Lévy process up to an independent and exponentially distributed random time at which point it is sent to a cemetery state which is taken to be $+\infty$. Henceforth, when referring to a Lévy process, we shall implicitly understand that the possibility of killing is allowed. For any spectrally negative Lévy process, henceforth denoted by $\xi = (\xi_t, t \geq 0)$, whenever it exists we define the Laplace exponent by

$$\psi(u) = \log \mathbb{E}_0(\exp\{u \xi_1\}).$$

It is a well established fact that the latter Laplace exponent is well defined and strictly convex on $[0, \infty)$, see, for example, [2].

Next we introduce the family of transformations $T = (T_\beta)_{\beta \geq 0}$ acting on Laplace exponents of spectrally negative Lévy processes.

**Lemma 2.1.** For each fixed $\beta \geq 0$, define the linear transformation

$$T_\beta \psi(u) = \frac{u}{u + \beta} \psi(u + \beta), \quad u \geq 0,$$

for all Laplace exponents $\psi$ of a spectrally negative Lévy processes. Then $T_\beta \psi$ is the Laplace exponent of a spectrally negative Lévy process which is without killing whenever $\beta > 0$. Moreover, the operator $T$ satisfies the composition property $T_\beta \circ T_\gamma = T_{\beta + \gamma}$, for any $\beta, \gamma \geq 0$.

**Proof.** First note that it is trivial that $T_\beta$ is a linear transformation. Suppose first that $\psi(u) = \psi^*(u) - q$ where $q > 0$ and $\psi^*(u)$ is the Laplace exponent of a spectrally negative Lévy process with no killing. Then for $u, \beta \geq 0$,

$$T_\beta \psi(u) = T_\beta \psi^*(u) - q \frac{u}{u + \beta} = T_\beta \psi^*(u) - q \int_0^\infty (1 - e^{-ux}) \beta e^{-\beta x} \, dx,$$

showing that the effect of $T_\beta$ on killed spectrally negative Lévy processes is to subtract an additional compound Poisson subordinator with exponentially distributed jumps from the transformed process without killing. Hence it suffices to prove the first claim for exponents which do not have a killing term.

To this end we assume henceforth that $q = 0$ and we define the Esscher transformation on functions $f$ by $E_\beta f(u) = f(u + \beta) - f(\beta)$ whenever it makes sense. A straightforward computation shows that

$$T_\beta \psi(u) = E_\beta \psi(u) - \beta E_\beta \phi(u),$$

where $\phi(u) = \psi(u)/u$. It is well known that $E_\beta \psi(u)$ is the Laplace exponent of a spectrally negative Lévy process with no killing and hence the proof is complete if we can show that $E_\beta \phi(u)$ is the Laplace exponent of a subordinator without killing. Indeed this would show that $T_\beta \psi(u)$ corresponds to the independent sum of an Esscher transformed version of the original spectrally negative Lévy process and the negative of a subordinator.

Thanks to the Wiener–Hopf factorization we may always write $\psi(u) = (u - \theta) \varphi(u)$ where $\varphi$ is the Laplace exponent of the (possibly killed) subordinator which plays the role of the descending ladder height process of the spectrally negative Lévy process associated with $\psi$ and $\theta$ is the largest root in $[0, \infty)$ of the equation $\psi(\theta) = 0$. If $\theta = 0$ then the proof is complete as $\phi = \varphi$ and hence $E_\beta \phi(u)$ is the Esscher transform of a subordinator exponent which is again the Laplace exponent of a subordinator.

Now assume that $\theta > 0$ and note that this is the case if and only if the aforementioned Lévy process drifts $-\infty$ which implies that $\varphi$ has no killing component. (See Chapter 8 of [13].) Hence, using the same idea as in (2.2) again, we have

$$\phi(u) = \frac{u - \theta}{u} \varphi(u) = T_\theta \varphi(u - \theta) = E_\theta \varphi(u - \theta) - \theta E_\theta \eta(u - \theta),$$

(2.3)
where, if \( \theta > 0 \),
\[
\eta(u) = \varphi(u)/u = d + \int_0^\infty e^{-ux} v(x, \infty) \, dx,
\]
d \geq 0 and \( v \) is a measure on \((0, \infty)\) which satisfies \( \int_0^\infty (1 \wedge x) v(dx) < \infty \). Thus
\[
\mathcal{E}_\beta \varphi(u) = \mathcal{E}_{\beta + \theta} \varphi(u - \theta) - \theta \mathcal{E}_{\beta + \theta} \eta(u - \theta) = \mathcal{E}_\beta \varphi(u) + \theta \int_0^\infty (1 - e^{-ux}) e^{-\beta x} v(x, \infty) \, dx
\]
which is indeed the Laplace exponent of a subordinator without killing thanks to the fact that the Esscher transform on a subordinator produces a subordinator without killing.

The final claim in the statement of the lemma is easily verified from the definition of the transformation. \( \square \)

3. Ciesielski–Taylor type identity

Fix \( \alpha > 0 \) and as in the previous section, \( \psi \) will denote the Laplace exponent of a given spectrally negative Lévy process. As we wish to associate more clearly the underlying Lévy process with each positive self-similar Markov process, we shall work with the modified notation \( P^{\psi} \) and \( P^{\psi}_0 \) with the obvious choice of notation for their respective expectation operators. We emphasize here again for clarity, in the case that \( x = 0 \), we understand \( P^{\psi}_0 \) to be the law of the recurrent extension of \( X \) when \( \psi'(0^+) < 0 \) or \( \psi \) has a killing term and otherwise when \( \psi'(0^+) \geq 0 \) and \( \psi \) has no killing term, it is understood to be the entrance law.

Next we introduce more notation taken from [18]. Define for non-negative integers \( n \)
\[
a_n(\psi; \alpha) = \prod_{k=1}^{n} \psi(\alpha k), \quad a_0 = 1,
\]
and we introduce the entire function \( I_{\psi, \alpha} \) which admits the series representation
\[
I_{\psi, \alpha}(z) = \sum_{n=0}^{\infty} a_n(\psi; \alpha) z^n, \quad z \in \mathbb{C}.
\]
It is important to note that whenever \( \theta \), the largest root of the equation \( \psi(\theta) = 0 \), satisfies \( \theta < \alpha \), it follows that all of the coefficients in the definition of \( I_{\psi, \alpha}(z) \) are strictly positive.

**Theorem 3.1.** Fix \( \alpha > 0 \). Suppose that \( \psi \) is the Laplace exponent of a spectrally negative Lévy process. Assume that \( \theta \), the largest root in \([0, \infty)\) of the equation \( \psi(\theta) = 0 \), satisfies \( \theta < \alpha \). Then for any \( a > 0 \), the following Ciesielski–Taylor type identity in law
\[
(T_a, P_0^{\psi})^{(d)} \equiv \left( \int_0^\infty \mathbb{I}_{[X_s \leq a]} \, ds, P_0^{T_a \psi} \right)
\]
holds. Moreover, both random variables under their respective measures are self-decomposable and their Laplace transforms in \( q > 0 \) are both equal to
\[
\frac{1}{I_{\psi, \alpha}(qa)}.
\]

The remaining part of this section is devoted to the proof of Theorem 3.1. Let us start by recalling that, in the case \( \psi(0) = 0 \) and \( \psi(\theta) = 0 \) with \( \theta \in [0, \alpha) \), the Laplace transform of
\[
T_a := \inf\{t > 0 : X_t = a\}
\]
A Ciesielski–Taylor type identity

has been characterized by Patie [18], Theorem 2.1, as follows. For \( 0 \leq x \leq a \) and \( q \geq 0 \), we have

\[
E^\psi_x \left[ e^{-qT_x} \right] = \frac{I_{\psi,a}(qx^\alpha)}{I_{\psi,a}(qa^\alpha)}.
\]  

(3.2)

This identity will be used in the proof of Theorem 3.1, however it does not cover the case when \( \psi(0) < 0 \) (i.e., the underlying Lévy process is killed) and \( \psi(\theta) = 0 \) for \( \theta < \alpha \). The following lemma fills this gap.

**Lemma 3.2.** Suppose that \( \psi(0) < 0 \) and the root of \( \psi(\theta) = 0 \) satisfies \( \theta \in [0, \alpha) \). Then, for any \( x > 0 \),

\[
\lim_{t \downarrow 0} \frac{P_x(T_0 \leq t)}{t} = -\psi(0)x^{-\alpha}.
\]

Moreover, the infinitesimal generator \( L^\psi \) of the recurrent extension has the following form

\[
L^\psi f(x) = x^{-\alpha} L^\xi (f \circ \exp)(\log(x)) - x^{-\alpha} \psi(0) f(0), \quad x > 0,
\]

for at least functions \( f \) such that \( f(x), x f'(x), x^2 f''(x) \) are continuous on \([0, \infty)\) with \( \lim_{x \downarrow 0} x^{\alpha-1} f'(x) = 0 \) and \( L^\xi \) is the infinitesimal generator of the killed Lévy process \( \xi \). Finally, for any \( 0 \leq x \leq a \) and \( q \geq 0 \), (3.2) still holds.

**Proof.** Let us recall that the infinitesimal generator \( L^0 \) of the process \( X \) killed at time \( T_0 \) is given according to Theorem 6.1 in [15] by

\[
L^0 f(x) = x^{-\alpha} L^\xi (f \circ \exp)(\log(x)), \quad x > 0,
\]  

(3.3)

for at least functions \( f \) such that \( f(x), x f'(x), x^2 f''(x) \) are continuous on \((0, \infty)\). Next we have on the one hand, writing \( P_t^0 \) for the semigroup associated to \( L^0 \) and \( I(x) = 1, x > 0 \),

\[
L^0 I(x) = \lim_{t \downarrow 0} \frac{P_t^0 I(x) - 1}{t} = \lim_{t \downarrow 0} \frac{P_x(T_0 > t) - 1}{t} = -\lim_{t \downarrow 0} \frac{P_x(T_0 \leq t)}{t}.
\]

On the other hand, we easily see, from (3.3), that

\[
L^0 I(x) = x^{-\alpha} \psi(0), \quad x > 0.
\]

The first claim now follows.

Next, denote by \( U^q \) (resp., \( U^q_0 \)) the resolvent operator associated to the recurrent extension \( X \) (resp., the process \( X \) killed at time \( T_0 \)). Then, an application of the strong Markov property yields the following identity

\[
U^q f(x) = U^q_0 f(x) + E_x \left[ e^{-qT_0} U^q f(0) \right].
\]  

(3.4)

Now note the following limits. Firstly, from the definition of the resolvent and the Feller property of \( X \),

\[
\lim_{q \to \infty} q U^q f(0) = f(0).
\]

Secondly, from classical semi-group theory, see, e.g., [19], Lemma 3.3,

\[
\lim_{q \to \infty} q^2 U^q f(x) - q f(x) = L^\psi f(x) \quad \text{and} \quad \lim_{q \to \infty} q^2 U^q_0 f(x) - q f(x) = L^0 f(x).
\]

Finally from the classical Tauberian theorem,

\[
\lim_{q \to \infty} q E_x \left[ e^{-qT_0} \right] = \lim_{t \downarrow 0} \frac{P_x(T_0 \leq t)}{t}.
\]

The analytical expression of \( L^\psi f(x) \) for any \( x > 0 \) now follows. The boundary condition \( \lim_{x \downarrow 0} x^{\alpha-1} f'(x) = 0 \) is obtained by following a line of reasoning similar to Proposition 1.1 in [18]. Moreover, the expression of the Laplace transform of \( T_a \) is also deduced from arguments similar to Theorem 2.1 in [18]. \( \square \)
Before proceeding with the proof of Theorem 3.1, let us make some remarks and introduce some more notation. Note that, by Lemma 2.1, the assumption \( \alpha > 0 \) ensures that \( T_\alpha \psi \) is the Laplace exponent of a spectrally negative Lévy process without killing. Moreover, since \( \theta < \alpha \) and \( \psi \) is strictly convex, it follows that \( \psi(\alpha) \) is strictly positive. Hence \( (T_\alpha \psi)'(0^+) = \psi(\alpha)/\alpha > 0 \) which implies that the Lévy process corresponding to \( T_\alpha \psi \) drifts to \( +\infty \). Moreover, this also implies that \( \mathbb{P}_0^{T_0 \psi} \) is necessarily the law of a transient positive self-similar Markov process with an entrance law at 0.

As we shall be dealing with first passage problems for \( X \) (and hence also for \( \xi \)) we will make use of the so-called scale function \( W_{T_\alpha \psi} \) which satisfies \( W_{T_\alpha \psi}(x) = 0 \) for \( x < 0 \) and otherwise is defined as the unique continuous function on \([0, \infty)\) with the Laplace transform
\[
\int_0^\infty e^{-ux} W_{T_\alpha \psi}(x) \, dx = \frac{1}{T_\alpha \psi(u)} \quad \text{for } u > 0.
\]

Chapter 8 of [13], [14] and [8] all expose analytical properties of \( W_{T_\alpha \psi} \) as well as many fluctuation identities in which the scale function appears; some of which will be used below without further reference. The proof of Theorem 3.1 requires the following preliminary lemma which concerns the quantity
\[
O^{T_\alpha \psi}_q(x; a) = \mathbb{E}_x^{T_\alpha \psi} \left[ e^{-q \int_0^\infty 1_{\{X_s > \xi\}} \, ds} \right]
\]
defined for any \( x, q \geq 0, a > 0 \) and any Laplace exponent of a (possibly killed) spectrally negative Lévy process, \( \psi \).

**Lemma 3.3.** Fix \( q \geq 0 \) and \( \alpha > 0 \). Under the assumptions of Theorem 3.1 we have for all \( x \geq 0 \) and \( a > 0 \)
\[
O^{T_\alpha \psi}_q(x; a) = \frac{T_{T_\psi(a)}(q(x \wedge a)^\alpha)}{T_{\psi(a)}(qa^\alpha)} - \frac{qa^\alpha}{T_{\psi(a)}(qa^\alpha)} \int_1^{x/a\wedge1} z^{-\alpha-1} W_{T_\psi}(\log(z)) T_{T_\psi(a)}(qa^\alpha z^{-\alpha}) \, dz
\]
\[+ \frac{\psi(\alpha)}{\alpha} W_{T_\psi}(\log(x/a \wedge 1)) \left( 1 - \frac{T_{\psi(a)}(qa^2(x \wedge a)^{-\alpha})}{T_{\psi(a)}(qa^\alpha)} \right). \tag{3.5}
\]

**Proof.** From the self-similarity of \( X \), we observe that the following identity
\[
O^{T_\alpha \psi}_q(x; a) = O^{T_\alpha \psi}_{qa^\alpha}(x/\alpha; 1) \tag{3.6}
\]
is valid for any \( a > 0 \) and \( x > 0 \). It therefore suffices to prove the identity for \( a = 1 \).

We start by computing \( O^{T_\alpha \psi}_q(1; 1) \). Let
\[
\tau_1 = \inf\{s > 0; X_s < 1\}
\]
be the first passage time of \( X \) below the level 1. Fixing \( y > 1 \) we may make use of the strong Markov property and spectral negativity to deduce that
\[
O^{T_\alpha \psi}_q(1; 1) = \mathbb{E}_1^{T_\alpha \psi} \left[ e^{-q \int_0^{T_\tau_1} 1_{\{X_s < 1\}} \, ds} \right] \mathbb{E}_y^{T_\alpha \psi} \left[ e^{-q \int_0^{\tau_1} 1_{\{X_s < 1\}} \, ds} \right]
\]
\[= \mathbb{E}_1^{T_\alpha \psi} \left[ e^{-q \int_0^{T_\tau_1} 1_{\{X_s < 1\}} \, ds} \right] \mathbb{E}_y^{T_\alpha \psi} \left[ e^{-q \tau_1} \right] O^{T_\alpha \psi}_q(1; 1) + \mathbb{E}_y^{T_\alpha \psi} \left[ 1_{\{\tau_1 = \infty\}} \right]. \tag{3.7}
\]

Solving for \( O^{T_\alpha \psi}_q(1; 1) \) we get
\[
O^{T_\alpha \psi}_q(1; 1) = \frac{\mathbb{E}_1^{T_\alpha \psi} \left[ 1_{\{\tau_1 = \infty\}} \right]}{\mathbb{E}_1^{T_\alpha \psi} \left[ e^{-q \int_0^{T_\tau_1} 1_{\{X_s < 1\}} \, ds} \right] - \mathbb{E}_y^{T_\alpha \psi} \left[ 1_{\{\tau_1 < \infty\}} \right] \mathbb{E}_y^{T_\alpha \psi} \left[ e^{-q T_1} \right]} \tag{3.8}
\]
Now we evaluate some of the expressions on the right-hand side above. Let \( \tau_0^\xi = \inf\{t > 0 : \xi_t < 0\} \). On the one hand, recalling that \( (T_{\alpha} \psi)'(0^+) = \psi(\alpha)/\alpha > 0 \), we observe that

\[
E_y T_{\alpha} \psi[\mathbb{1}_{[\tau_1 = \infty]}] = \mathbb{E}_y T_{\alpha} \psi(\int_0^{\tau_0^\xi} e^{\alpha \xi_s} \, ds = \infty) = \mathbb{P}_y T_{\alpha} \psi(\tau_0^\xi = \infty) = \frac{\psi(\alpha)}{\alpha} W_{T_{\alpha} \psi}(\log y),
\]

where the last line follows from the classical identity for the ruin probability in terms of scale functions (see, e.g., Theorem 8.1 of [13]). On the other hand, by Fubini’s theorem (recalling the positivity of both the coefficients in the definition of \( T_{T_{\alpha} \psi, \alpha} \) and of \( X \)), we have with the help of (3.2),

\[
E_y T_{\alpha} \psi[\mathbb{1}_{[\tau_1 < \infty]} E_{X_{\tau_1}}[e^{-q T_1}]] = E_y T_{\alpha} \psi \left[ \frac{T_{T_{\alpha} \psi, \alpha}(q X_{\tau_1}) \mathbb{1}_{[\tau_1 < \infty]}}{T_{T_{\alpha} \psi, \alpha}(q)} \right] = \frac{1}{T_{T_{\alpha} \psi, \alpha}(q)} \sum_{n=0}^{\infty} a_n(T_{\alpha} \psi; \alpha) q^n X_{\tau_1} \mathbb{1}_{[\tau_1 < \infty]} = \frac{1}{T_{T_{\alpha} \psi, \alpha}(q)} \sum_{n=0}^{\infty} a_n(T_{\alpha} \psi; \alpha) q^n E_y T_{\alpha} \psi \left[ e^{a_n \xi_{\tau_0^\xi}} \mathbb{1}_{[\tau_0^\xi < \infty]} \right].
\]

Next we recall a known identity for spectrally negative Lévy processes. Namely that for \( x \geq 0 \) and \( u \geq 0 \), taking account of the fact that \( (T_{\alpha} \psi)'(0^+) > 0 \),

\[
E_x T_{\alpha} \psi(e^{a \xi_{\tau_0^\xi}} \mathbb{1}_{[\tau_0^\xi < \infty]}) = e^{ax} - T_{\alpha} \psi(u) e^{ax} \int_0^x e^{-u z} W_{T_{\alpha} \psi}(z) \, dz - \frac{T_{\alpha} \psi(u)}{u} W_{T_{\alpha} \psi}(x),
\]

where \( T_{\alpha} \psi(u)/u \) is understood to be \( (T_{\alpha} \psi)'(0^+) \) when \( u = 0 \). See e.g. [14]. Hence incorporating (3.9), (3.10) and (3.11) into (3.8), recalling the identity (3.2), and then taking limits as \( y \downarrow 1 \), we have

\[
\frac{1}{O_q(T_{\alpha} \psi)}(1; 1) = \lim_{y \downarrow 1} \frac{\alpha}{\psi(\alpha) T_{T_{\alpha} \psi, \alpha}(q)} \sum_{n=0}^{\infty} a_n(T_{\alpha} \psi; \alpha) q^n \left[ T_{\alpha} \psi(\alpha n) y^n \int_0^{\log y} e^{-an z} W_{T_{\alpha} \psi}(z) / W_{T_{\alpha} \psi}(\log y) \, dz + T_{\alpha} \psi(\alpha n) / an \right] - \frac{\alpha T_{T_{\alpha} \psi, \alpha}(q)}{\psi(\alpha) T_{T_{\alpha} \psi, \alpha}(q)} E_1 \left[ e^{-q \int_0^{\log y} \mathbb{I}_{[X_s \leq 1]} \, ds} \right] - \frac{1}{W_{T_{\alpha} \psi}(\log y)} \left[ E_1 \left[ e^{-q \int_0^{\log y} \mathbb{I}_{[X_s \leq 1]} \, ds} \right] - E_1 \left[ e^{-q \tau_y} \right] \right].
\]

Now using the simple estimate, for \( \theta \geq 0 \), \( e^{-\theta(x-\epsilon)} - e^{-\theta} \leq \epsilon \), we have that

\[
E_1 T_{\alpha} \psi \left[ e^{-q \int_0^{\log y} \mathbb{I}_{[X_s \leq 1]} \, ds} \right] - E_1 T_{\alpha} \psi \left[ e^{-q \tau_y} \right] \leq q E_1 T_{\alpha} \psi \left[ \int_0^{\log y} \mathbb{I}_{[X_s > 1]} \, ds \right]
\]

\[
= q E_0 T_{\alpha} \psi \left[ \int_0^{\log y} e^{\alpha \xi_s} \mathbb{I}_{[\xi_s > 0]} \, ds \right] = q \int_0^{\log y} e^{\alpha z} u(\log y, z) \, dz \leq q y^{\alpha} \int_0^{\log y} u(\log y, z) \, dz.
\]
where \( T_0^\xi = \inf\{x > 0; \xi_x = \log y\} \) and \( u(\log y, z) \) is the potential density of \((\xi, \mathbb{P}_{0}^T_0 \psi)\) when killed on exiting \((-\infty, \log y)\). It can easily be deduced from Theorem 8.7, and the discussion that follows it, in [13] that, for \( z > 0 \), \( u(\log y, z) = W_{T_0} \psi(\log y - z) \). Now note that \( W_{T_0} \psi \) is monotone increasing and hence

\[
\lim_{y \downarrow 1} \frac{1}{W_{T_0} \psi(\log y)} \left\{ E_1^{T_0} \psi \left[ e^{-q \int_0^{T_0} 1_{\{Y_s \leq 1\}} \, ds} \right] - E_1^{T_0} \psi \left[ e^{-q T_0} \right] \right\} \leq \lim_{y \downarrow 1} \frac{\log y}{W_{T_0} \psi(\log y)} \int_0^{\log y} \frac{W_{T_0} \psi(\log y - z)}{W_{T_0} \psi(\log y)} \, dz = 0.
\]

Similarly we have

\[
\lim_{y \downarrow 1} \sum_{n=0}^{\infty} a_n(T_0 \psi; \alpha) q^n T_0 \psi(an) \int_0^{\log y} e^{-an\zeta} \frac{W_{T_0} \psi(\zeta)}{W_{T_0} \psi(\log y)} \, d\zeta \leq \lim_{y \downarrow 1} \int_0^{\log y} \frac{W_{T_0} \psi(\log y - z)}{W_{T_0} \psi(\log y)} \, dz = 0.
\]

With the trivial observation that \( \lim_{y \downarrow 1} E_1^{T_0} \psi \left[ e^{-q \int_0^{T_0} 1_{\{X_s \leq 1\}} \, ds} \right] = 1 \), we thus conclude that

\[
O_q^{T_0} \psi(1; 1) = \frac{\psi(\alpha) I_{T_0 \psi, \alpha}(q)}{\alpha \sum_{n=0}^{\infty} a_n(T_0 \psi; \alpha) q^n (T_0 \psi(an)) / (an)}.
\]

For any \( n \geq 1 \),

\[
\frac{\psi(\alpha) an}{\alpha T_0 \psi(an)} a_n(T_0 \psi; \alpha)^{-1} = \prod_{k=1}^{n} \psi(\alpha k)
\]

and with the interpretation that \( T_0 \psi(u)/u = (T_0 \psi)'(0^+) \) when \( u = 0 \), we also see that the left hand side of (3.12) is also equal to 1 when \( n = 0 \). We finally come to rest at the identity

\[
O_q^{T_0} \psi(1; 1) = \frac{I_{T_0 \psi, \alpha}(q)}{\sum_{n=0}^{\infty} a_n(T_0 \psi; \alpha) q^n} = \frac{I_{T_0 \psi, \alpha}(q)}{I_{\psi, \alpha}(q)}.
\]

Next, note that for all \( 0 \leq x \leq 1 \),

\[
O_q^{T_0} \psi(x; 1) = E_x^{T_0} \psi \left( e^{-T_1} \right) O_q^{T_0} \psi(1; 1)
\]

and therefore, taking account of (3.2) and Lemma 3.2 we get the expression given in (3.5) when \( x \leq 1 \) and \( a = 1 \).

To get an expression when \( x > 1 \), we proceed as in (3.7) and we note from (3.9), (3.12), (3.13) and Fubini’s theorem that

\[
E_x^{T_0} \psi \left( e^{-q \int_0^{\infty} 1_{\{X_s \leq 1\}} \, ds} \right)
= E_x^{T_0} \psi \left[ 1_{\{t_1 < \infty\}} E_{X_{t_1}}^{T_0} \psi \left[ e^{-q T_1} \right] \right] O_q^{T_0} \psi(1; 1) + E_x^{T_0} \psi \left[ 1_{\{t_1 = \infty\}} \right]
\]

\[
= \frac{1}{I_{\psi, \alpha}(q)} \sum_{n=0}^{\infty} a_n(T_0 \psi; \alpha) q^n \left[ 1 - T_0 \psi(an) \int_0^{\log x} e^{-an\zeta} W_{T_0} \psi(\zeta) \, d\zeta \right]
- \frac{T_0 \psi(an)}{an} x^{-an} W_{T_0} \psi(\log x) \left[ \frac{\psi(\alpha)}{\alpha} W_{T_0} \psi(\log x) \right]
\]

\[
= \frac{I_{T_0 \psi, \alpha}(q)}{I_{\psi, \alpha}(q)} - \frac{q}{I_{\psi, \alpha}(q)} \int_0^{\log x} e^{-\alpha \zeta} W_{T_0} \psi(\zeta) I_{T_0 \psi, \alpha}(q e^{-\alpha \zeta}) \, d\zeta
+ \frac{\psi(\alpha)}{\alpha} W_{T_0} \psi(\log x) \left( 1 - \frac{I_{\psi, \alpha}(qx^{-\alpha})}{I_{\psi, \alpha}(q)} \right)
\]

which, after a change of variable, also agrees with (3.5) when \( a = 1 \).
The proof of our main theorem is now a very straightforward argument. Indeed, note that the Laplace transform of \( O_T^\psi \psi \cdot (0; a) \) coincides with the one of the stopping time \((T_a, P_0^\psi)\) as given in (3.2) and Lemma 3.2. The claim of equality in distribution follows from the injectivity of the Laplace transform. Finally, the self-decomposability of the pair follows from the proved self-decomposability of \((T_a, P_0^T_\psi)\) in Theorem 2.6 of [18].

4. Examples

We refer to Lebedev’s monograph [16] for detailed information on the special functions appearing in the examples below.

Example 4.1 (The case of no jumps: Bessel processes). When \( \psi \) has no jump component it is possible to extract the original Ciesielski–Taylor identity for Bessel processes from Theorem 3.1. Indeed, we may take \( \alpha = 2 \) and

\[
\psi_\nu(u) = \frac{1}{2} u^2 + \left( \frac{\nu}{2} - 1 \right) u,
\]

where \( \nu > 0 \). In that case it follows that \( P_\psi \) is the law of a Bessel process of dimension \( \nu \) as described in the introduction. Note that the root \( \theta \) is zero for \( \nu \geq 2 \) and when \( \nu \in (0, 2) \) we have \( \theta = 2 - \nu < 2 \) thereby fulfilling the conditions of Theorem 3.1. The transformation \( T_2 \) gives us the new Laplace exponent

\[
T_2 \psi_\nu(u) = \frac{1}{2} u^2 + \frac{\nu}{2} u = \psi_{\nu+2}(u).
\]

The identity (3.6) therefore agrees with the original identity (1.1). It is straightforward to show that

\[
I_{\psi,2}(x) = \Gamma(\nu/2) I_{\nu/2-1}(\sqrt{2x})(\sqrt{2x}/2)^{-\nu/(2-1)},
\]

where

\[
I_\gamma(x) = \sum_{n=0}^{\infty} \frac{(x/2)^{\gamma+2n}}{n! \Gamma(\gamma + n + 1)}
\]

stands for the modified Bessel function of index \( \gamma \). Hence it follows that the shared Laplace transform on both sides of the identity is given by both left- and right-hand side of these identities have Laplace transform given by

\[
\frac{1}{I_{\psi,2}(qa^2)} = \frac{(a\sqrt{2q})^\nu}{2^{\nu/2-1} \Gamma(\nu/2) I_{\nu/2-1}(a\sqrt{2q})},
\]

thereby agreeing with the Laplace transform for the classical Ciesielski–Taylor identity for Bessel processes. Let us again fix \( \alpha = 2 \) and consider now, for \( \kappa > 0 \), the Laplace exponent

\[
\psi_{\nu,\kappa}(u) = \psi_{\nu}(u) - \kappa = \frac{1}{2} (u - \theta_+)(u - \theta_-),
\]

where \( \theta_\pm = 1 - \nu \pm \sqrt{(\nu/2 - 1)^2 + 2\kappa} \). We easily verify that under the additional condition \( \kappa < \nu \), we have \( \theta_+ < 2 \) and thus \( P_\psi \) stands for the law of the recurrent extension of a Bessel process of dimension \( \nu \) killed at a rate \( \kappa A_t \); recall that \( A_t \) was defined in (1.4). From the linearity property of the mapping \( T \), we get that

\[
T_2 \psi_{\nu,\kappa}(u) = \psi_{\nu+2}(u) - \kappa \frac{u}{u+2} = \frac{u}{2(u+2)} (u + 2 - \theta_+)(u + 2 - \theta_-)
\]

which is the Laplace exponent of a linear Brownian motion with independent compound Poisson, exponentially distributed, negative jumps. The Ciesielski–Taylor identity now has the interesting feature that the process \((X, P_0^{\psi_{\nu,\kappa}})\) has
no jumps in its path prior to its moment of reaching 0, however the process \((X, P_0^{\mathcal{T} \psi_{\nu,\kappa}})} experiences discontinuities with finite activity.

In this case we may also compute
\[
\mathcal{I}_{\mathcal{T} \psi_{\nu,\kappa},2}(x) = I_{F_2(2; 2 - \theta_+ / 2, 2 - \theta_- / 2; x / 2)}
\]
for the hypergeometric function \(I_{F_2(\delta; \beta, \gamma; x)} = \sum_{n=0}^{\infty} \frac{(\delta)_n (\beta)_n (\gamma)_n}{n!} x^n\), with \((\delta)_n = \frac{\Gamma(\delta + n)}{\Gamma(\delta)}\).

Example 4.2 (The spectrally negative \(\mathcal{T}\)-Lamperti stable process). Caballero and Chaumont [5] determined the characteristic triplet of the underlying Lévy processes associated via the Lamperti mapping to \(\alpha\)-stable Lévy processes killed upon entering the negative half-line as well as two different \(h\)-transforms thereof. In [9] and [17] the Laplace exponent of these Lévy processes in the spectrally negative case have been computed. In particular, recalling the notation \((u)_\alpha = \Gamma(u + \alpha) / \Gamma(u)\), the Lévy process underlying the \(\alpha\)-stable process killed upon entering into \((-\infty, 0)\), is determined by the following Laplace exponent, for any \(1 < \alpha < 2\),
\[
\psi_{\alpha}(u) = c(u + 1 - \alpha) - \alpha, \quad u \geq 0,
\]
where \(c\) is a positive constant which, for sake of simplicity, we set to 1. Note that \(\psi_{\alpha}(0) = (1 - \alpha) - \alpha < 0\), showing that \(\psi_{\alpha}\) corresponds to a killed spectrally negative Lévy process and \(\psi_{\alpha}(\alpha - 1) = 0\), showing that \(\theta < \alpha\). Thus, the conditions of Theorem 3.1 being satisfied, we recover the Ciesielski–Taylor identity with \(\mathcal{T} \psi_{\alpha}(u) = (u)_\alpha\).

We also note for this example that
\[
\mathcal{I}_{\psi_{\alpha,\beta},\alpha}(x) = E_{\alpha,1}(x),
\]
\[
\mathcal{I}_{\mathcal{T} \psi_{\alpha,\beta},\alpha}(x) = E_{\alpha,\alpha}(x),
\]
where \(E_{\alpha,\beta}(x) = \sum_{n=0}^{\infty} \frac{1}{(\beta)_{\alpha_n} x^n}\) stands for the Mittag–Leffler function. More generally, we introduce, for any \(\beta > 0\), the two-parameters family of Lévy processes having the Laplace exponent \(\psi_{\alpha,\beta} = \mathcal{T} \psi_{\alpha,\beta}\), that is
\[
\psi_{\alpha,\beta}(u) = \frac{u}{u + \beta} (u + \beta + 1 - \alpha) - \alpha.
\]
We refer to them as \(\mathcal{T}\)-Lamperti stable processes. We easily check that \(\psi_{\alpha,\beta}(0^+) = (\beta + 1 - \alpha) - \alpha \geq 0\) if \(\beta \geq \alpha - 1\) and otherwise \(\psi_{\alpha,\beta}(\alpha - \beta - 1) = 0\). Thus, for any \(\beta > 0\), we get, from the composition property of the transformation \(\mathcal{T}\), the identity in distribution
\[
(\mathcal{T} \psi_{\alpha,\beta}, P_0^{\psi_{\alpha,\beta}}) \overset{(d)}{=} \left( \int_0^\infty \mathbb{1}_{\{X_s \leq a\}} ds, P_0^{\psi_{\alpha,\beta+a}} \right).
\]
Moreover, it is straightforward to verify that
\[
\mathcal{I}_{\psi_{\alpha,\beta,\alpha}}(x) = \mathcal{I}_{\Psi_1 \left( \left( \begin{array}{c} 1 \\ \alpha \\ \beta \end{array} \right) \right) \left( \begin{array}{c} x \\ \alpha \\eta \end{array} \right)},
\]
where
\[
\mathcal{I}_{\Psi_1 \left( \left( \begin{array}{c} a \\ \alpha \\ (b, \beta) \end{array} \right) \right) \left( \begin{array}{c} x \\ \alpha \\ (b, \beta) \end{array} \right)} = \sum_{n=0}^{\infty} \frac{\alpha_n}{(b)_{\alpha_n} n!} x^n.
\]
A Ciesielski–Taylor type identity

stands for the Wright hypergeometric function.

**Example 4.3 (The spectrally negative saw-tooth process).** We consider the so-called saw-tooth process introduced and studied by Carmona et al. [7], and we would also like to note, the inspiration for the current article. It is a positive self-similar Markov process with index 1 where the associated Lévy process is the negative of the compound Poisson process of parameter $\kappa > 0$ whose jumps are distributed as exponentials of parameter $\gamma + \kappa - 2 > 0$ and a positive drift of parameter 1, i.e.

$$\psi(u) = u \frac{u + \gamma - 2}{u + \gamma + \kappa - 2}, \quad u \geq 0.$$ 

Note that $\psi(0) = 0$ and $\psi'(0^+) = \frac{\gamma - 2}{\gamma + \kappa - 2}$ showing transience for $\gamma \geq 2$ and recurrence for $\gamma \in (2 - \kappa, 2)$ of the law $P_0^\psi$. We also note that $\theta = 0$ if $\gamma \geq 2$ and otherwise $\theta \in (0, \kappa)$ when $\gamma \in (2 - \kappa, 2)$. Therefore, we assume that either $\gamma \geq 2$ and $\kappa > 0$ or $\gamma \in (2 - \kappa, 2)$ with $\kappa < 1$. Moreover,

$$I_{\psi, 1}(x) = _1F_1(\gamma + \kappa - 1, \gamma - 1; x),$$

where $_1F_1(a, b; x) = \sum_{n=0}^{\infty} \frac{(a)_n}{(b)_n} \frac{x^n}{n!}$ stands for the confluent hypergeometric function. Next note that

$$T_1\psi(u) = u \frac{u + \gamma - 1}{u + \gamma + \kappa - 1},$$

and we get that $T_1\psi$ is the Laplace exponent of the negative of the compound Poisson process of parameter $\kappa > 0$ whose jumps are distributed as exponentials of parameter $\gamma + \kappa - 1$ and a positive drift of parameter 1. Finally, for any $a > 0$, we have, appealing to obvious notation,

$$(T_a, P_0^{\gamma-1,\kappa}) (d) = \left( \int_0^\infty \mathbb{1}_{[X_s \leq a]} \, ds, P_0^{\gamma,\kappa} \right).$$

Note that, in terms of our notation, Carmona et al. [7], Theorem 4.8, obtain the identity

$$(T_a, P_0^{\gamma-1,\kappa}) (d) = \left( \int_0^\infty \mathbb{1}_{[X_s \leq a]} \, ds, P_0^{\gamma,\kappa-1} \right)$$

which differs with the identity provided by our main result. After consulting with Carmona and Yor on this point, it appears that there is an error in their proof which explains the discrepancy.

One important point which comes out of the analysis in [7] is the relation of the solution obtained in Theorem 3.1 with a certain integro-differential equation, even in the general setting of Theorem 3.1. Suppose that $L T_{a, \psi}$ is the infinitesimal generator of $(X, P_0^{T_{a, \psi}})$. Then a standard martingale argument shows that if a non-negative solution to the integro-differential equation

$$L T_{a, \psi} u(x) = q \mathbb{1}_{[x \leq 1]} u(x)$$

exists for $q \geq 0$ (note that no boundary conditions are required at 0 as $P_0^{T_{a, \psi}}$ is an entrance law under the assumptions of Theorem 3.1) then

$$u(x) = E_x^{T_{a, \psi}} \left( e^{-q \int_0^\infty \mathbb{1}_{[x_s \leq 1]} \, ds} \right).$$

The issue of solving (4.4) has been circumvented in our presentation by approaching the problem through fluctuation theory instead. One should therefore think of the expression (3.3) as providing the solution to the integro-differential equation (4.4). Note in particular that there is continuity in (3.3) at $x = 1$; a requirement that was sought by Carmona et al. [7] when trying to solve the integro-differential equation explicitly in their setting.
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