On the left tail asymptotics for the limit law of supercritical Galton–Watson processes in the Böttcher case*
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Abstract. Under a well-known scaling, supercritical Galton–Watson processes $Z$ converge to a non-degenerate non-negative random limit variable $W$. We are dealing with the left tail (i.e. close to the origin) asymptotics of its law. In the Böttcher case (i.e. if always at least two offspring are born), we describe the precise asymptotics exposing oscillations (Theorem 1). Under a reasonable additional assumption, the oscillations disappear (Corollary 2). Also in the Böttcher case, we improve a recent lower deviation probability result by describing the precise asymptotics under a logarithmic scaling (Theorem 7). Under additional assumptions, we even get the fine (i.e. without log-scaling) asymptotics (Theorem 8).
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1. Introduction and statement of results

1.1. Motivation and sketch of results

Let $Z = (Z_n)_{n \geq 0}$ denote a Galton–Watson process with $Z_0 = 1$ and offspring generating function

$$f(s) = \sum_{j=0}^{\infty} p_j s^j, \quad 0 \leq s \leq 1.$$  (1)

We restrict our attention to the supercritical case, i.e. $\mathbb{E}Z_1 = f'(1) =: m \in (1, \infty)$. Clearly, we exclude the trivial case that $Z_1$ is degenerate. As is well known, one can find constants $c_n > 0$ converging to infinity such that $c_n^{-1} Z_n$...
converges almost surely to a non-degenerate random variable \( W \geq 0 \). In particular, we have the following convergence in terms of the iterated offspring generating functions \( f_n \):

\[
\lim_{n \to \infty} f_n(e^{-u/c_n}) = \mathbb{E} e^{-uW} =: \varphi(u), \quad u \geq 0.
\]

Moreover, the variable \( W \) restricted to \((0, \infty)\) has a (strictly) positive continuous density function denoted by \( w \), and \( W \) equals zero with (extinction) probability \( q \), where \( q \in [0, 1) \) is the smallest non-negative root of the equation \( f(s) = s \). Furthermore, the Laplace transform \( \varphi \) of \( W \) satisfies the \textit{Poincaré functional equation}

\[
\varphi(mu) = f(\varphi(u)), \quad u \geq 0.
\]

Up to a scaling factor, this equation has a unique (strictly) decreasing, convex solution with \( \varphi(0) = 1 \). In other words, (3) determines the distribution of \( W \) up to a constant factor. But only in very special cases one can solve (3) explicitly (some examples of explicit solutions can be found in Hambly [13] and Harris [14]).

However, the \textit{left tail asymptotics} of the distribution of \( W \), that is the asymptotics close to the origin, can be studied under quite general conditions on the offspring law. This problem was the objective of interest of many researchers. But the precise (without any log-scaling) asymptotics of \( w(x) \) and \( P(W < x) \) as \( x \downarrow 0 \) remained unknown in the so-called Böttcher case, that is if \( p_0 + p_1 = 0 \). We fill this gap, see Theorem 1. This involves some multiplicatively periodic functions producing oscillations. Moreover, we give a necessary and sufficient condition implying that these multiplicatively periodic functions can be replaced by constants, consequently that the oscillations disappear, i.e. degenerate (see Corollary 2). One of the reasons we are interested in the asymptotics of the law of \( W \) near 0 in the Böttcher case is that it is closely related to the behavior of Brownian motions on fractals (see, for example, Barlow and Perkins [1] and [13]).

Besides the \( x \downarrow 0 \) asymptotics of the distribution of \( W \), we investigate a more delicate problem: so-called \textit{lower deviation probabilities} of \( Z \), i.e. the asymptotic behavior of \( P(Z_n = k_n) \) when \( k_n/c_n \to 0 \). The main reason for studying these probabilities comes from statistical inference. Our recent paper [12] is just devoted to this lower deviation problem of supercritical Galton–Watson processes, but our result in the Böttcher case is not very satisfactory: we obtained only asymptotic bounds and this in fact only under some log-scaling. In the present note we first of all sharpen the asymptotic bounds to \textit{asymptotic limits} (see Theorem 7). Furthermore, under two different additional assumptions on the tail of the offspring law, we find the \textit{fine asymptotics} for lower deviation probabilities, that is without any log-scaling (see Theorem 8).

### 1.2. Dichotomy for supercritical processes

For convenience, we recall here some basic facts on supercritical Galton–Watson processes. Under our supercriticality assumption, the generating function \( f \) has two fixed points: \( q \in [0, 1) \) and 1. The behavior of its iterations \( f_n \) in the vicinity of 1 is described by the convergence statement (2) and the Poincaré functional equation (3). Concerning the behavior of iterations in the vicinity of \( q \), two cases are possible (see, e.g. [12], Section 1.3):

(a) \textit{(Schröder case)}. Here we have by definition \( p_0 + p_1 > 0 \), or equivalently \( f'(q) =: \gamma > 0 \). Then

\[
\lim_{n \to \infty} \frac{f_n(s) - q}{(f'(q))^n} =: \text{some } S(s), \quad 0 \leq s \leq 1,
\]

and \( S \) satisfies the \textit{Schröder functional equation}

\[
S(f(s)) = \gamma S(s), \quad 0 \leq s \leq 1.
\]

(b) \textit{(Böttcher case)}. Here \( p_0 + p_1 = 0 \), that is \( f'(q) = 0 \). In this case, \( \mu := \min\{k: p_k > 0\} \geq 2 \), and one has the convergence

\[
\lim_{n \to \infty} \left( f_n(s) \right)^{(\mu^{-n})} =: \text{some } B(s), \quad 0 \leq s \leq 1.
\]

\( B \) is continuous, positive, and satisfies the \textit{Böttcher functional equation}

\[
B(f(s)) = (B(s))^\mu, \quad 0 \leq s \leq 1.
\]
1.3. Left tail asymptotics for \( w \) and the law of \( W \)

First we describe the more studied \textit{Schröder case}. Here the \textit{Schröder constant} \( \alpha \in (0, \infty) \) is defined by the requirement \( f'(q) = m^{-\alpha} \). Biggins and Bingham [4] have shown that there exists a continuous, multiplicatively periodic function \( V: (0, \infty) \rightarrow (0, \infty) \) with period \( m \) (that is, \( V(mx) = V(x) \) for all \( x > 0 \)), such that
\[
x^{1-u} w(x) = V(x) + o(1) \quad \text{as } x \downarrow 0.
\]

Dubuc [9] has proven that the function \( V \) can be replaced by a constant \( V_0 > 0 \) if and only if
\[
S(\varphi(u)) = K_0 u^{-\alpha}, \quad u \geq 0,
\]
for some constant \( K_0 > 0 \).

Now we come to the \textit{Böttcher case}. Since here \( f'(q) = 0 \), we would have \( \alpha = \infty \). But now one can introduce the \textit{Böttcher constant} \( \beta \in (0, 1) \) by the requirement \( \mu = m^\beta \). It is shown in [4] that there exists an analytic, multiplicatively periodic function \( M: (0, \infty) \rightarrow (0, \infty) \), with period \( m^{1-\beta} \), such that
\[
-\log P(W < x) = x^{-\beta/(1-\beta)} M(x) + o(x^{-\beta/(1-\beta)}) \quad \text{as } x \downarrow 0.
\]

Bingham [6] observed that under the condition \(-\log \varphi(u) \sim \kappa u^\beta \) as \( u \uparrow \infty \) for some constant \( \kappa > 0 \), the function \( M \) can be replaced by a constant \( M_0 > 0 \). Since \( P(W < x) \) decreases exponentially as \( x \downarrow 0 \), one can expect that the density function \( w \) has the same rate of decrease. In fact, by Remark 7 in [12],
\[
-M < \lim \inf_{x \downarrow 0} x^{\beta/(1-\beta)} \log w(x) \leq \lim \sup_{x \downarrow 0} x^{\beta/(1-\beta)} \log w(x) < -M
\]
for some positive constants \( M_0 \) and \( M_0^{-1} \).

The first theorem, our \textit{main result}, improves the statements (10) and (11). Recall that we are in the \textit{Böttcher} case.

\textbf{Theorem 1 (Precise left tail asymptotics for \( w \) and the law of \( W \)).} There are positive functions \( M \), \( M_1 \) and \( M_2 \), multiplicatively periodic with period \( m^{1-\beta} \), such that as \( x \downarrow 0 \),
\[
w(x) = M_1(x) x^{(\beta-2)/(2(1-\beta))} \exp\left\{-M(x) x^{-\beta/(1-\beta)}\right\} \left(1 + O(x^{\beta/2(1-\beta)} \log^3 x)\right) \quad \text{(12)}
\]
and
\[
P(W < x) = M_2(x) x^{\beta/2(1-\beta)} \exp\left\{-M(x) x^{-\beta/(1-\beta)}\right\} \left(1 + O(x^{\beta/2(1-\beta)} \log^3 x)\right).
\]

The multiplicatively periodic functions in (12) and (13) produce oscillations of \( w(x) \) and \( P(W < x) \). Now the question arises of when these oscillations disappear, i.e. in which cases these functions are actually constants. Hambly [13] has given an \textit{example} (of a class of supercritical processes in the \textit{Böttcher} case), for which it is possible to calculate the density function \( w \) explicitly and for which there are indeed no oscillations. In our proof of Theorem 1 (in Section 3) we will express the functions \( M \), \( M_1 \) and \( M_2 \) via the Legendre transform of the function
\[
K(u) := -u^{-\beta} \log B(\varphi(u)), \quad u > 0
\]
(with \( B \) from (6)). Analyzing these expressions in the case when the function \( K \) degenerates to a constant, we will see that there are actually no oscillations. Moreover, this statement can be reversed:

\textbf{Corollary 2 (No oscillations).} If \( K(u) \equiv \kappa > 0 \), then
\[
M(x) \equiv (\kappa \beta)^{1/(1-\beta)} (\beta^{-1} - 1), \quad \text{(15)}
\]
\[
M_1(x) \equiv p_{\mu^{-1/\mu-1}} \left( \frac{(\kappa \beta)^{1/(1-\beta)}}{2\pi(1-\beta)} \right)^{1/2} \quad \text{(16)}
\]
and
\[ M_2(x) = p_\mu^{-1/(\mu-1)} \left( \frac{1}{2\pi(1-\beta)(\kappa\beta)^{1/(1-\beta)}} \right)^{1/2}. \] (17)

Conversely, \( M(x) \equiv \text{const} \) implies the existence of \( \lim_{u \uparrow \infty} u^{-\beta} \log \varphi(u) \), yielding \( K(u) \equiv \text{const} \).

In the example of [13] mentioned above, \( p_\mu = 2^{1-\mu} \), \( \beta = 1/2 \) and \( K(u) \equiv \sqrt{2} \). Thus, we can apply Corollary 2 to obtain, \( M(x) \equiv 1/2 \) and \( M_1(x) \equiv 2/\sqrt{2\pi} \). Then (12) gives
\[ w(x) \sim \frac{2}{\sqrt{2\pi}} x^{-3/2} \exp\left\{ -(2x)^{-1} \right\} \quad \text{as } x \downarrow 0. \] (18)

This of course also follows from the exact formula for \( w \) in Hambly’s example.

A classical example of non-trivial oscillations in the left tail of \( W \) is the process \( Z \) with offspring generating function \( f(s) = s^2/(4 - 3s) \) considered by Barlow and Perkins [1]. They have shown that
\[ \liminf_{u \uparrow \infty} u^{-\beta} \log \varphi(u) < \limsup_{u \uparrow \infty} u^{-\beta} \log \varphi(u). \] (19)

Consequently, in this example the function \( M \) is not a constant by Corollary 2. But their calculations show also that here the variation of \( K \) is very small. That is, \( K_x \leq K(u) \leq K^*, \ u > 0 \), with \( K^* - K_x \) small. On the other hand, Biggins and Bingham [3] have obtained some bounds for the variation of \( K \) under the restriction that the offspring law is shifted infinitely divisible, that is, \( f(s) = s^\gamma h(s) \) with \( h \) an infinitely divisible probability generating function and \( r \geq 2 \) a natural number. Moreover, Bingham [6] has shown that \( K_x \leq K(u) \leq K^*, \ u > 0 \), implies
\[ (K_x^* \beta)^{1/(1-\beta)}(\beta^{-1} - 1) \leq M(x) \leq (K^* \beta)^{1/(1-\beta)}(\beta^{-1} - 1), \quad x > 0. \] (20)

That is, a small variation of \( L \) implies a small variation of \( M \) giving tiny oscillations in (12) and (13).

We finish this section with some further remarks.

Remark 3 (Right tail asymptotics). In the case when our supercritical offspring generating function \( f \) is a polynomial one can easily adopt our methods to find the exact asymptotics of \( w(x) \) and \( \mathbb{P}(W > x) \) as \( x \uparrow \infty \). Indeed, there exist multiplicatively periodic functions \( N, N_1 \) and \( N_2 \) such that
\[ w(x) \sim N_1(x)x^{(2-\gamma)/2(\gamma-1)} \exp\{ -N(x)x^{-\gamma/(\gamma-1)} \} \] (21)
and
\[ \mathbb{P}(W > x) \sim N_2(x)x^{-\gamma/2(\gamma-1)} \exp\{ -N(x)x^{-\gamma/(\gamma-1)} \} \] (22)
as \( x \uparrow \infty \), where \( \gamma > 1 \) is defined by the relation \( m^\gamma = \max\{k: p_k > 0\} \).

Remark 4 (Multi-type case). A very interesting question is to investigate the tail behavior of the limit of multi-type Galton–Watson processes. Some first results in this direction can be found in Jones [16]. For some related limit theory for iterations of generating functions see Biggins [2] and Jones [15].

Remark 5 (Continuous state case). Bingham [5] has investigated the asymptotic behavior of the limit law of a supercritical continuous-state branching process. In the situation analogous to the Böttcher case he has obtained a version of (10) with a slowly varying function \( M \), see Theorems 5.4 and 5.6 in [5]. The non-oscillating behavior of \( M \) can be understood by the smoother behavior of continuous-state branching compared to the Galton–Watson case.

Remark 6 (Diffusions on fractals). It would be interesting to understand whether our results allow one to obtain more precise probability bounds for diffusions on finitely ramified fractals (recall e.g. [1] and [13]).
1.4. Lower deviation probabilities of $Z$

Here we state our results on lower deviation probabilities of $Z$. Recalling that $\mu = \min \{ k : p_k > 0 \}$ and that the offspring generating function $f$ is said to be of type $(d, \mu)$, if $d \geq 1$ denotes the greatest common divisor of the set $\{ j - l : j \neq l, p_j p_l > 0 \}$, we use from now on the symbol $d$ (and $\mu$) in this sense.

For the Schröder case, we can simply specialize Theorem 4 of [12]. In fact, for $k_n \equiv \mu(\text{mod } d)$ with $k_n \to \infty$ but $k_n = o(c_n)$ we have

$$P(Z_n = k_n) = \frac{d}{m^{n-\alpha} c_{\alpha n}} w \left( \frac{k_n}{m^{n-\alpha} c_{\alpha n}} \right) (1 + o(1)) \quad \text{as } n \uparrow \infty,$$

where $a_n := \min \{ j \geq 1 : c_j \geq k_n \}$. Clearly, if additionally $EZ_1 \log Z_1 < \infty$ holds, then one can choose $c_n = m^n$, and (23) simplifies to

$$P(Z_n = k_n) = dm^{-n} w \left( \frac{k_n}{m^n} \right) (1 + o(1)) \quad \text{as } n \uparrow \infty. \quad (24)$$

Now we turn to the Böttcher case. In [12], Theorem 6, we have found bounds for $\log[c_n P(Z_n = k_n)]$, which can be rewritten, after some elementary calculations, as follows: for all large enough $n$,

$$C_1 \log w \left( \frac{k_n}{c_j m^n - j_n} \right) \leq \log[c_n P(Z_n = k_n)] \leq C_2 \log w \left( \frac{k_n}{c_j m^n - j_n} \right), \quad (25)$$

for some positive constants $C_1$ and $C_2$. Now we are able to be more precise.

**Theorem 7 (Precise logarithmic asymptotics of lower deviations).** Let $k_n \equiv \mu^n(\text{mod } d)$ with $k_n/\mu^n \to \infty$ but $k_n = o(c_n)$ as $n \uparrow \infty$. Then

$$\log[c_n P(Z_n = k_n)] \sim \log w \left( \frac{k_n}{c_j m^n - j_n} \right) \quad \text{as } n \uparrow \infty, \quad (26)$$

where $j_n := \max \{ l \geq 1 : c_l \mu^{n-l} \leq k_n \}$.

Of course, under the condition $EZ_1 \log Z_1 < \infty$, relation (26) simplifies to

$$\log[m^n P(Z_n = k_n)] \sim \log w \left( \frac{k_n}{m^n} \right). \quad (27)$$

This reminds one of (24) except for the additional log-scaling. However, without logarithmic scaling, the behavior of lower deviation probabilities turns out to depend heavily on the tail of the offspring law:

**Theorem 8 (Fine asymptotics of lower deviations).** Assume that $k_n \equiv \mu^n(\text{mod } d)$ with $k_n/\mu^n \to \infty$ but $k_n = o(m^n)$ as $n \uparrow \infty$. If $EZ_1^2 < \infty$, then there exists a positive, multiplicatively periodic function $V_2$ such that

$$\frac{m^n P(Z_n = k_n)}{d w(k_n/m^n)} = \exp \left\{ -V_2 \left( \frac{k_n}{m^n} \right) \left( \frac{m^{2n\beta}}{k_n^{\beta+1}} \right)^{1/(1-\beta)} \left( 1 + o(1) \right) \right\} \quad \text{as } n \uparrow \infty. \quad (28)$$

If instead only

$$P(Z_1 \geq x) = x^{-r} \ell(x), \quad x > 0, \quad (29)$$

for some $r \in (1, 2)$ and some function $\ell$, slowly varying at infinity, then there exists a positive, multiplicatively periodic function $V_r$ such that as $n \uparrow \infty,

$$\frac{m^n P(Z_n = k_n)}{d w(k_n/m^n)} = \exp \left\{ -V_r \left( \frac{k_n}{m^n} \right) \left( \frac{m^{nr\beta}}{k_n^{r+\beta-1}} \right)^{1/(1-\beta)} \ell \left( \left( \frac{k_n}{m^{\beta n}} \right)^{1/(1-\beta)} \right) \left( 1 + o(1) \right) \right\}. \quad (30)$$
It should be noted that from Theorem 8 we obtain fine asymptotic statements only under additional restrictions on \( k_n \). If, for example, \( E Z_1^2 \) is finite, then for \( k_n > \varepsilon m^{2\beta/(1+\beta)} \) with an arbitrary \( \varepsilon > 0 \), we get from (28) the relation

\[
P(Z_n = k_n) \sim \frac{dw(k_n/m^n)}{m^n} \exp \left\{ -V_2 \left( \frac{k_n}{m^n} \right) \left( \frac{m^{2\beta}}{k_n^{\beta+1}} \right)^{1/(1-\beta)} \right\}.
\]

But since the asymptotic behavior of \( w(x) \) is known, this yields the fine asymptotics for \( P(Z_n = k_n) \). However, in the case \( k_n = o \left( m^{2\beta/(1+\beta)} \right) \), formula (28) says only that

\[
\log \left[ \frac{m^n P(Z_n = k_n)}{w(k_n/m^n)} \right] \sim -V_2 \left( \frac{k_n}{m^n} \right) \left( \frac{m^{2\beta}}{k_n^{\beta+1}} \right)^{1/(1-\beta)} \text{ as } n \uparrow \infty.
\]

This is more precise than the statement of Theorem 7 but not sufficient for a fine asymptotics.

However, we believe that the statements of Theorem 8 are optimal in the sense that it is impossible to obtain more information on lower deviation probabilities without an additional assumption on the offspring distribution. More precisely, we conjecture that the form of the \( o(1) \) in (28) depends on higher moments of \( Z_1 \).

In our Theorems 7 and 8 we assumed \( k_n/\mu_n \to \infty \). Thus, it remains to consider the lower deviation problem for \( k_n \) in the case that \( k_n/\mu_n \) is bounded.

**Theorem 9 (Fine asymptotics for extreme lower deviations).** Assume that \( k_n \equiv \mu_n \pmod{d} \) and fix some \( 1 < \lambda_1 < \lambda_2 < \infty \). Then, uniformly in \( k_n \in [\lambda_1 \mu_n, \lambda_2 \mu_n] \),

\[
P(Z_n = k_n) = \frac{rp_{\mu^{-1/(\mu-1)}}}{\mu^{-n/2} \sqrt{2\pi (r^2 b''(r) + rb'(r))}} \exp \left\{ \mu^n \left( b(r) - rb'(r) \log r \right) \right\} \left( 1 + O(\mu^{-n/2}) \right),
\]

where

\[
b(s) := \log s + \sum_{j=0}^{\infty} \mu^{-j-1} \log \left( \frac{f_{j+1}(s)}{f_j(s)} \right), \quad s \in (0, 1),
\]

and \( r \) is the unique solution of

\[
rb'(r) = \frac{k_n}{\mu^n}.
\]

Let \( G(s) = \sum_{j=0}^{J} g_j s^j \) with \( g_j \geq 0 \), \( \sum_{j=0}^{J} g_j > 0 \) and \( J > 1 \). Define the sequence of polynomials \( G_n(s) = \sum_{j=0}^{J} g_{n,j} s^j \) by the recurrence relation

\[
G_{n+1}(s) = G(G_n(s)), \quad n \geq 0, \quad G_0(s) = s, \quad s \geq 0.
\]

Flajolet and Odlyzko [11] studied the asymptotic behavior of the \( g_{n,j} \) as \( n \uparrow \infty \). (Actually, they studied the more general case \( G_{n+1}(s) = G(s, G_n(s)) \) with \( G(s, y) := \sum_{j=0}^{J} g_j(s) y^j \).) Their method relies on the combination of the saddle point approximation and the following property of the sequence \( G_n \) (see Lemma 2.5 in [11]):

\[
(G_n(s))^{(J-n)} \to \text{some } g(s)
\]

for all \( s > \rho := \inf \{ s > 0 : G_n(s) \to \infty \text{ as } n \uparrow \infty \} \). Moreover, the limit \( g \) satisfies the Böttcher equation

\[
g(G(s)) = (g(s))^J, \quad s \in (\rho, \infty).
\]

Our problem concerning lower deviation probabilities in the Böttcher case is similar to the problem considered in [11]. Indeed, local probabilities \( P(Z_n = k) \) are coefficients of the iterations \( f_n \), and, furthermore, the convergence (6)
is analogous to (36). In view of this similarity we will use, following Flajolet and Odlyzko, the saddle point method in proving our Theorems 7–9. To this aim we need to adopt some technical results from [11] to our setting. This will be done in Section 2.1. After these preparations, the proof of Theorem 9 follows the pattern of the proof of Theorem 1 of [11], and we leave this to the reader.

In the case \( kn \gg \mu n \) as in Theorems 7 and 8, the Böttcher convergence (6) turns out not to be sufficient for finding the asymptotics of \( P(Z_n = kn) \). But besides (6), which describes the behavior of \( f_n \) in the vicinity of the attractive fixed point \( s = 0 \) (for the mapping \( s \mapsto f(s) \)), we have available (2) governing the behavior of \( f_n \) near the repulsive fixed point \( s = 1 \). The existence of the second fixed point makes our setting different from that in [11] (there the sequence \( G_n \) is assumed to have only the single fixed point \( s = \infty \)), and this enables us to study the behavior of \( P(Z_n = kn) \) also in the case \( kn \gg \mu n \) and to find this way the left tail asymptotics concerning \( W \).

### 2. Various auxiliary results

As in our theorems, we always assume from now on to be in the Böttcher case.

#### 2.1. On a convergence of iterated offspring generating functions

Clearly, we may extend the domain of definition of \( f \) and \( f_n \) to complex variables \( z \) with \( |z| \leq 1 \). Set (at this stage at least formally)

\[
b(z) := \log z + \sum_{j=0}^{\infty} \mu^{-j-1} \log \frac{f_{j+1}(z)}{f_j(z)}, \quad 0 < |z| \leq 1, \tag{38}
\]

and

\[
D(\delta, \theta) := \left\{ z : 0 < |z| \leq 1 - \delta, |\arg z| \leq \theta \right\}, \quad \delta \in (0, 1), \theta \in (0, \pi). \tag{39}
\]

In (38) and in what follows we take the principal value of the logarithm.

**Lemma 10 (On analyticity and convergence).** For every \( \delta \in (0, 1) \) there exists a constant \( \theta = \theta(\delta) \in (0, \pi) \) such that \( b \) is analytic on \( D(\delta, \theta) \). Furthermore,

\[
f_n(z) = p^{-1/(\mu - 1)} \mu \exp\left\{ \mu n b(z) \right\} \left( 1 + o(e^{-\delta \mu n}) \right) \quad \text{as} \ n \uparrow \infty, \tag{40}
\]

uniformly in \( z \in D(\delta, \theta) \), for these \( \delta \) and \( \theta \).

**Proof.** If \( f_k(z) \neq 0 \), then

\[
\frac{f_{k+1}(z)}{p_\mu f_k^{\mu}(z)} = 1 + \sum_{j=1}^{\infty} \frac{p_{\mu+j}}{p_\mu} f_k^j(z). \tag{41}
\]

Hence,

\[
\left| \frac{f_{k+1}(z)}{p_\mu f_k^{\mu}(z)} - 1 \right| \leq \frac{1 - p_\mu}{p_\mu} f_k(|z|) \leq C|z|^{(\mu^k)} \tag{42}
\]

and

\[
|f_{k+1}(z)| > p_\mu f_k(z)^{\mu} \left( 1 - C|z|^{(\mu^k)} \right) \tag{43}
\]

for some (positive) constant \( C \), since in the Böttcher case

\[
f_k(s) \leq s^{(\mu^k)}, \quad k \geq 0, s \in (0, 1). \tag{44}
\]
From (43) follows that there exists \( k_0 = k_0(\delta) \) such that, if \( f_{k_0}(z) \neq 0 \) and \( |z| \leq 1 - \delta \), then \( f_k(z) \neq 0 \) for all \( k > k_0 \). Furthermore, since the zeros of \( f_k \) are separated points, there exists \( \theta = \theta(k_0) \) such that \( f_k(z) \neq 0 \) for all \( k \leq k_0 \) and \( z \in D(0, \theta) \). Summarizing, for every \( \delta > 0 \) there exists \( \theta > 0 \) such that \( f_k(z) \neq 0 \) for all \( k \geq 0 \) and \( z \in D(\delta, \theta) \). Thus, for every \( k \geq 0 \) the function \( z \mapsto \log(f_{k+1}(z)/p_{\mu}f_k^\mu(z)) \) is analytic on \( D(\delta, \theta) \).

It is known that \( \log(1+z) \) is analytic at \( z = 0 \) and, moreover, \( \log(1+z) = \sum_{j=1}^{\infty} (-1)^{j-1} j^{-1} z^j \) for all \( |z| < 1 \). Consequently,

\[
|\log(1+z)| \leq \frac{|z|}{1-|z|} \leq 2|z| \quad \text{if} \quad |z| \leq \frac{1}{2}.
\]  

(45)

Combining this inequality with (42), we conclude that for all large enough \( k \)

\[
\left| \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right) \right| \leq C|z|^{(\mu k)}.
\]  

(46)

Clearly, for \( 0 < \delta < 1 \) fixed, \( |z| \leq 1 - \delta \) implies \( |z| \leq e^{-\delta} \). Hence, for \( z \in D(\theta, \delta) \),

\[
\left| \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right) \right| \leq C|z|^{(\mu k)} \leq Ce^{-\delta \mu k} \leq C.
\]  

(47)

Consequently,

\[
\sum_{k=0}^{n-1} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right) \to \sum_{k=0}^{\infty} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right) \quad \text{uniformly in} \quad z \in D(\delta, \theta).
\]  

(48)

Moreover, as the uniform limit of analytic functions, the right-hand side function in (48) is analytic on \( D(\delta, \theta) \). Noting that

\[
b(z) = \log z + \frac{1}{\mu - 1} \log p_{\mu} + \sum_{k=0}^{\infty} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right),
\]  

(49)

we see that \( b \) is analytic on \( D(\delta, \theta) \) as well.

We now turn to the proof of (40). It can easily be seen that

\[
\mu^{-n} \log f_n(z) = b(z) - \sum_{k=n}^{\infty} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{f_k^\mu(z)} \right), \quad \forall z \in D(0, \theta),
\]  

(50)

for all \( n \geq 0 \). Note also that for \( z \in D(0, \theta) \),

\[
\sum_{k=n}^{\infty} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{f_k^\mu(z)} \right) = \frac{\mu^{-n}}{\mu - 1} \log p_{\mu} + \sum_{k=n}^{\infty} \mu^{-k-1} \log \left( \frac{f_{k+1}(z)}{p_{\mu}f_k^\mu(z)} \right).
\]  

(51)

From these identities and (47) we get

\[
\log f_n(z) = \mu^n b(z) - \frac{1}{\mu - 1} \log p_{\mu} + O(e^{-\delta \mu n}) \quad \text{as} \quad n \uparrow \infty,
\]  

(52)

implying (40), uniformly in \( z \in D(\delta, \theta) \). This completes the proof. \( \square \)

Remark 11 (On the relation between \( b \) and \( B \)). From (40) one can easily deduce that \( (f(s))^{(\mu^n)} \to e^{b(s)} \) as \( n \uparrow \infty \). Thus, comparing this convergence with (6), we see that \( b(s) = \log B(s) \). Hence, using (7), we have

\[
b(f(s)) = \mu b(s), \quad 0 < s < 1.
\]  

(53)
Remark 12 (Analyticity of $b$ on $(0, 1)$). It follows from Lemma 10 that $b$ is analytic at every point $s \in (0, 1)$.

Lemma 13 (An upper bound of $f_n$). For all $s \in (0, 1)$ and $n \geq 1$,

$$f_n(s) < p_{\mu}^{-1/(\mu-1)} \exp\{\mu^n b(s)\}.$$  \hspace{1cm} (54)

Proof. Combining (50) and (51) gives

$$\mu^{-n} \log f_n(s) = b(s) - \frac{\mu^{-n}}{\mu - 1} \log p_{\mu} - \sum_{k=n}^{\infty} \mu^{-k-1} \log \frac{f_{k+1}(s)}{p_{\mu} f_k^\mu(s)}.$$  \hspace{1cm} (55)

Since $f_{k+1}(s) > p_{\mu} f_k^\mu(s)$ for all $k \geq 1$ and $s \in (0, 1)$, the sum at the right-hand side of (55) is positive. This means that

$$\mu^{-n} \log f_n(s) < b(s) - \frac{\mu^{-n}}{\mu - 1} \log p_{\mu},$$  \hspace{1cm} (56)

giving (54). This finishes the proof. \hfill \Box

Lemma 14 (Further properties of $b$). We have

$$sb''(s) + b'(s) = (sb'(s))' > 0, \quad s \in (0, 1).$$  \hspace{1cm} (57)

Furthermore,

$$\lim_{s \uparrow 1} sb'(s) = \infty \quad \text{and} \quad \lim_{s \downarrow 0} sb'(s) = 1.$$  \hspace{1cm} (58)

Proof. We first note that in view of Lemma 10,

$$(sb'(s))' = \lim_{n \uparrow \infty} \mu^{-n}(s \log f_n(s))' = \lim_{n \uparrow \infty} \mu^{-n} \left( \frac{sf_n'(s)}{f_n(s)} \right)'.$$  \hspace{1cm} (59)

It was shown in [11], formula (2.37), that if $g(s) = g_1(s) + g_2(s)$, where $g_1(s)$ and $g_2(s)$ are power series with non-negative coefficients, then for all $s \in (0, 1)$,

$$\left( \frac{sg'(s)}{g(s)} \right)' \geq \frac{g_1(s)}{g(s)} \left( \frac{sg_1'(s)}{g_1(s)} \right)'.$$  \hspace{1cm} (60)

Using this inequality with $g_1(s) = p_{\mu} f_n^\mu(s)$ and $g_2(s) = f_{n+1}(s) - p_{\mu} f_n^\mu(s)$, we get for every $n \geq 0$,

$$\left( \frac{sf_{n+1}'(s)}{f_{n+1}(s)} \right)' \geq \mu \frac{p_{\mu} f_n^\mu(s)}{f_{n+1}(s)} \left( \frac{sf_n'(s)}{f_n(s)} \right)'.$$  \hspace{1cm} (61)

Then after $n - 1$ iterations we arrive at

$$\mu^{-n} \left( \frac{sf_n'(s)}{f_n(s)} \right)' \geq \mu^{-1} \left( \frac{sf'(s)}{f(s)} \right)' \prod_{j=1}^{n-1} \frac{p_{\mu} f_j^\mu(s)}{f_{j+1}(s)}.$$  \hspace{1cm} (62)

It is easily seen that

$$\left( \frac{sf'(s)}{f(s)} \right)' = \text{Var} X(s),$$  \hspace{1cm} (63)
where the law of the random variable $X(s)$ is defined by $P(X(s) = k) = p_k s^k / f(s)$. Since $Z_1$ is non-degenerate, $\text{Var} X(s) > 0$ for every $s \in (0, 1)$. Consequently,

$$\left( \frac{sf'(s)}{f(s)} \right)' > 0, \quad s \in (0, 1). \quad \text{(64)}$$

Obviously,

$$\prod_{j=1}^{n-1} \frac{p_j f_j(s)}{f_{j+1}(s)} = \exp \left\{ - \sum_{j=1}^{n-1} \log \left( \frac{p_j f_j(s)}{f_{j+1}(s)} \right) \right\}. \quad \text{(65)}$$

Then, in view of (48),

$$\lim_{n \uparrow \infty} \sum_{j=1}^{n-1} \log \left( \frac{p_j f_j(s)}{f_{j+1}(s)} \right) = \sum_{j=1}^{\infty} \log \left( \frac{p_j f_j(s)}{f_{j+1}(s)} \right) \in (0, \infty), \quad \text{(66)}$$

hence,

$$\lim_{n \uparrow \infty} \prod_{j=1}^{n-1} \frac{p_j f_j(s)}{f_{j+1}(s)} = \prod_{j=1}^{\infty} \frac{p_j f_j(s)}{f_{j+1}(s)} \in (0, 1). \quad \text{(67)}$$

Combining (59), (62), (64) and (67), we obtain (57).

Next we prove the first statement in (58). Since $s \mapsto sb'(s)$ is increasing, it is enough to show that

$$s_j b'(s_j) \to \infty \quad \text{for some sequence } s_j \uparrow 1 \text{ as } j \uparrow \infty. \quad \text{(68)}$$

Fix any $s_0 \in (0, 1)$ and define recursively $s_{j+1}$ by $f(s_{j+1}) = s_j$, $j \geq 0$. Note that $s_j$ increases to some $s_\infty$ as $j \uparrow \infty$, satisfying $f(s_\infty) = s_\infty$, giving $s_\infty = 1$. Then, in view of (53), $b'(s_{j+1}) = b'(s_j) f'(s_{j+1}) / \mu$. As $\lim_{j \uparrow \infty} f'(s_{j+1}) = m > \mu$, we see that $b'(s_j)$ grows exponentially, and (68) follows.

From (41) and (49) we get

$$b'(s) = \frac{1}{s} + s \sum_{k=0}^{\infty} \mu^{-k} \sum_{j=1}^{\infty} j p_{\mu+j} f_j^{j-1}(s) \frac{f_k^j(s)}{1 + p_{\mu+j} f_k^j(s)} \leq \frac{1}{s} + m \sum_{k=0}^{\infty} \mu^{-k-1} \left[ f'(s) \right]^k, \quad \text{(69)}$$

where in the second step we used the elementary bounds $f_k^j(s) \leq [f'(s)]^k$ and $\sum_{j=1}^{\infty} j p_{\mu+j} f_k^{j-1}(s) < m$. Consequently, if $s$ is so small that $f'(s) < \mu / 2$, then

$$b'(s) < \frac{1}{s} + \frac{2m}{\mu p_{\mu}}. \quad \text{(70)}$$

This implies the second statement in (58), and the proof is finished. \hfill \Box

### 2.2. Some statements involving the Laplace transform of $W$

First we extend the definition of $\varphi$ in (2) by setting $\varphi(z) := \text{E} e^{-z W}$, $\Re z := \Re(z) \geq 0$. Note that the Poincaré functional equation (3) remains valid under this extension. Recall notation $D(\delta, \theta)$ from (39).
Lemma 15 (An estimate on \( \varphi \)). Fix \( u_0 > 0 \). Then there is a constant \( C = C(u_0) \) such that for all \( \theta \in (0, C] \),

\[
\varphi(u - it) \in \mathcal{D}\left( \varphi(u_0), \frac{\theta}{C} \right), \quad u \geq u_0 \text{ and } |t| \leq \theta. \tag{71}
\]

**Proof.** By the mean value theorem,

\[
\varphi(u - it) - \varphi(u) = it \varphi'(u - it) \quad \text{for some } \tau \in (0, t). \tag{72}
\]

This implies

\[
|\Re\varphi(u - it)| \geq \varphi(u) - |t| |\varphi'(u - it)| \quad \text{and} \quad |\Im\varphi(u - it)| \leq |t| |\varphi'(u - it)|. \tag{73}
\]

Noting that \( |\varphi'(u - it)| \leq |\varphi'(u)| \), and using the obvious inequality \( |\arg z| \leq |\Im z| / |\Re z| \), we get

\[
|\arg \varphi(u - it)| \leq \frac{2|t||\varphi'(u)|}{\varphi(u)}, \quad |t| \leq \frac{\varphi(u)}{2|\varphi'(u)|}. \tag{74}
\]

As \( \varphi \) is the Laplace transform of a non-degenerate random variable, from the Cauchy–Schwarz inequality we get

\[
\left( \frac{\varphi'(u)}{\varphi(u)} \right)' = \frac{\varphi''(u)}{\varphi(u)} - \left[ \frac{\varphi'(u)^2}{\varphi(u)} \right] > 0 \quad \text{for all } u > 0. \tag{75}
\]

Thus, \( \varphi'/\varphi \) is increasing, implying that

\[
\left. \frac{|\varphi'(u)|}{\varphi(u)} \right| \leq \frac{|\varphi'(u_0)|}{\varphi(u_0)}, \quad u \geq u_0. \tag{76}
\]

Combining this with (74) gives

\[
|\arg \varphi(u - it)| \leq \frac{|t|}{C}, \quad u \geq u_0, |t| \leq C \tag{77}
\]

with \( C := \frac{\varphi(u_0)}{2|\varphi'(u_0)|} \). Finally, \( |\varphi(u - it)| \leq |\varphi(u)| \leq |\varphi(u_0)| \) for \( u \geq u_0 \) implies the claim. \[\Box\]

Lemma 16 (On uniform integrability). We have

\[
\sup_{u \geq 0} \int_{-\infty}^{\infty} |\varphi(u - it)| \, dt < \infty. \tag{78}
\]

**Proof.** It follows from the Poincaré functional equation that for every \( j \geq 0 \),

\[
\int_{m^j}^{m^{j+1}} |\varphi(u - it)| \, dt = \int_{m^j}^{m^{j+1}} \left| f_j \left( \varphi \left( \frac{(u - it)}{m^j} \right) \right) \right| \, dt 
\leq m^j \int_{1}^{m} f_j \left( |\varphi(um^{-j} - it)| \right) \, dt. \tag{79}
\]

Since for \( v \geq 0 \) fixed, \( t \mapsto \varphi(v - it)/\varphi(v) \) is the characteristic function of some absolutely continuous law (Cramér transform), we deduce that for all \( v \geq 0 \) and \( \theta > 0 \) there exists \( \eta = \eta(v, \theta) \in (0, 1) \) such that

\[
|\varphi(v - it)| < (1 - \eta) \varphi(v) < 1 \quad \text{for all } v \geq 0, |t| > \theta. \tag{80}
\]

From this inequality and the continuity of the mapping \((v, t) \mapsto \varphi(v - it)\) we conclude that

\[
\sup_{v \geq 0, \, t \in [1, m]} |\varphi(v - it)| =: s_0 < 1. \tag{81}
\]
Together with inequality (79) and (44) we get
\[
\sup_{u \geq 0} \int_{m^j}^{m^{j+1}} |\varphi(u - it)| \, dt \leq m^{j+1} s_0^{(\mu_j)}(u), \quad j \geq 0.
\] (82)

Therefore,
\[
\sup_{u \geq 0} \int_{0}^{\infty} |\varphi(u - it)| \, dt \leq \sum_{j \geq 0} m^{j+1} s_0^{(\mu_j)} < \infty.
\] (83)

Analogously,
\[
\sup_{u \geq 0} \int_{-\infty}^{-1} |\varphi(u - it)| \, dt \leq \sum_{j \geq 0} m^{j+1} s_0^{(\mu_j)} < \infty.
\] (84)

Both statements imply the claim in the lemma.

Recall notation \( b \) from (38).

**Lemma 17 (Miscellaneous).** Set \( \psi(u) := b(\varphi(u)), \ u \geq 0 \). Then \( \psi \) is a decreasing analytic function on \((0, \infty)\). Moreover,

(a) \( \psi'(u) \to -\infty \) as \( u \downarrow 0 \),
(b) \( \psi'(u) \to 0 \) as \( u \uparrow \infty \),
(c) \( \psi''(u) > 0 \) for all \( u > 0 \).

**Proof.** As \( \varphi \) is analytic on \((0, \infty)\) and \( b \) (by Lemma 10) analytic on \((0, 1)\), we see that \( \psi \) is analytic on \((0, \infty)\). We know that \( b \) increases and \( \varphi \) decreases. Then \( \psi \) decreases, i.e. \( \psi'(u) < 0 \) for all \( u \geq 0 \).

(c) It follows from the definition of \( \psi \) that
\[
\psi''(u) = b''(\varphi(u))[\varphi'(u)]^2 + b'(\varphi(u)) \varphi''(u).
\] (85)

By Lemma 14, \( \varphi(u)b'(\varphi(u)) > 0 \). Combining this with (57), (85) and (75), we obtain (c).

(a) It was shown in [6] that
\[
\psi(u) = -u^\beta V(u), \quad u \geq 0,
\] (86)

where \( V \) is a positive, multiplicatively periodic function with period \( m \). Since \( \psi(mu) = m^\beta \psi(u) \), differentiation gives
\[
\psi'(mu) = m^{\beta-1} \psi'(u).
\] (87)

For \( 0 < u < 1 \), we set \( k_a = k_a(u) := \min\{j \geq 1: um^j \geq 1\} \). By (87),
\[
\psi'(u) = m^{k_a(1-\beta)} \psi'(m^{k_a}u) \leq m^{k_a(1-\beta)} \max_{v \in [1,m]} \psi'(v).
\] (88)

Recalling that \( \psi' < 0 \) is continuous, we get (a), since \( k_a = k_a(u) \uparrow \infty \) as \( u \downarrow 0 \).

(b) For \( u > m \), put \( k_b = k_b(u) := \max\{j \geq 1: u \geq m^j\} \). Using (87) once again, we have
\[
\left| \psi'(u) \right| = m^{k_b(1-\beta)} \left| \psi' \left( \frac{u}{m^{k_b}} \right) \right| \leq m^{-k_b(1-\beta)} \max_{v \in [1,m]} \left| \psi'(v) \right|.
\] (89)

From the continuity of \( \psi' \), part (b) follows, since \( k_b = k_b(u) \uparrow \infty \) as \( u \uparrow \infty \).
2.3. On some rates of convergence

Put

\[ \varphi_j(u) := E e^{-uZ_j/m_j}, \quad j \geq 0, u \geq 0. \quad (90) \]

Note that by (2), \( \varphi_j \to \varphi \) pointwise as \( j \to \infty \), provided that \( EZ_1 \log Z_1 < \infty \).

**Lemma 18 (Rate of convergence of \( \varphi_j \)).** Assume that \( EZ_1^2 < \infty \). Then for each fixed \( u \geq 0 \),

\[ \varphi_j(u) - \varphi(u) = \rho^2 2u^2 \varphi'(u)m^{-j}(1 + o(1)) \quad \text{as} \quad j \to \infty, \quad (91) \]

where we set \( \rho^2 := \text{Var } W \). If we only assume that (29) holds, then for \( u \geq 0 \) fixed,

\[ \varphi_j(u) - \varphi(u) = C(r, m)u^r \varphi'(u)m^{-j(r-1)}\epsilon(m^j)(1 + o(1)) \quad \text{as} \quad j \to \infty, \quad (92) \]

with constant \( C(r, m) := \frac{\Gamma(2-r)}{(r-1)(m^r-m)} \) (and the slowly varying function \( \epsilon \) from (29)). Moreover, both relations are uniform in \( u \) on any compact subset of \((0, \infty)\).

**Proof.** In view of (3) and by notation (90),

\[ \varphi_j(u) - \varphi(u) = f_j(e^{-u/m^j}) - f_j\left(\varphi\left(\frac{u}{m^j}\right)\right), \quad j, u \geq 0. \quad (93) \]

Hence, by the mean value theorem,

\[ \varphi_j(u) - \varphi(u) = f'_j(\theta_j)\left(e^{-u/m^j} - \varphi\left(\frac{u}{m^j}\right)\right) \quad (94) \]

for some \( \theta_j \in [e^{-u/m^j}, \varphi(u/m^j)] \). Since \( EW = 1 \) under the \( Z_1 \log Z_1 \)-moment condition, we have

\[ \varphi\left(\frac{u}{m^j}\right) = 1 - \frac{u}{m^j} + o\left(\frac{1}{m^j}\right) \quad \text{as} \quad j \to \infty, \quad (95) \]

which is uniform for bounded \( u \geq 0 \). Thus,

\[ \theta_j = \exp\left\{-\frac{u + o(1)}{m^j}\right\} \quad \text{as} \quad j \to \infty, \quad (96) \]

which is uniform for bounded \( u \geq 0 \). Note that for \( j, u \geq 0 \),

\[ f'_j(e^{-u/m^j}) = m^j e^{u/m^j} \mathbb{E}_{g_u}\left(\frac{Z_j}{m^j}\right), \quad (97) \]

where we set \( g_u(x) := xe^{-ux} \). It is easy to verify that for \( 0 < a < A < \infty \) fixed, \( \mathcal{G} := \{g_u, u \in [a, A]\} \) is a family of uniformly bounded and equi-continuous functions. Then, by the limit theorem (2) for \( Z \),

\[ \mathbb{E}_{g_u}\left(\frac{Z_j}{m^j}\right)_{j \to \infty} \mathbb{E}_{g_u}(W) = -\varphi'(u), \quad u \geq 0, \quad (98) \]

uniformly on \( \mathcal{G} \). From this and (96) we conclude that

\[ f'_j(\theta_j) = -m^j \varphi'(u)(1 + o(1)) \quad \text{as} \quad j \to \infty, \quad (99) \]

uniformly in \( u \) on any compact subset of \((0, \infty)\).
It is known (see, e.g., [7]) that condition $E_{Z_2^1}^2 < \infty$ implies $EW^2 < \infty$. This then means that

$$\varphi\left(\frac{u}{m^j}\right) = 1 - \frac{u}{m^j} + \frac{EW^2}{2} u^2 m^{-2j} + o\left(\frac{1}{m^{2j}}\right) \quad \text{as} \quad j \uparrow \infty,$$

(100)

uniformly for bounded $u \geq 0$. Therefore,

$$e^{-u/m^j} - \varphi\left(\frac{u}{m^j}\right) = -\frac{\varphi^2}{2} u^2 m^{-2j} (1 + o(1)) \quad \text{as} \quad j \uparrow \infty,$$

(101)

uniformly in $u$ on any compact subset of $(0, \infty)$. Applying (99) and (101) to the right-hand side of (94), we obtain (91).

If (29) only holds, then (see [7])

$$P(W \geq x) \sim \frac{x^{-r} \ell(x)}{(m^r - m)} \quad \text{as} \quad x \uparrow \infty.$$  

(102)

Hence, by the Abelian theorem (see, for instance, [10], Chapter XIII, Section 5), as $u \downarrow 0$,

$$\varphi(u) = 1 - u + \frac{\Gamma(2 - r)}{(r - 1)(m^r - m)} u^r \ell\left(\frac{1}{u}\right) (1 + o(1)),$$

(103)

and, consequently, as $j \uparrow \infty$,

$$e^{-u/m^j} - \varphi\left(\frac{u}{m^j}\right) = -\frac{\Gamma(2 - r)}{(r - 1)(m^r - m)} u^r m^{-j} \ell(m^j) (1 + o(1)),$$

(104)

uniformly in $u$ on any compact subset of $(0, \infty)$. Combining now (94), (99) and (104) gives (92). Thus, the proof is complete. \hfill \square

**Lemma 19 (Rate of convergence of $\varphi'_j$).** Assume that $E_{Z_2^1}^2$ is finite. Then for each fixed $u \geq 0$,

$$\varphi'_j(u) - \varphi'(u) = \frac{\varphi^2}{2} m^{-j} \left[2u \varphi'(u) - u^2 \varphi''(u)\right] (1 + o(1)) \quad \text{as} \quad j \uparrow \infty.$$  

(105)

If only (29) holds, then for $u \geq 0$ fixed,

$$\varphi'_j(u) - \varphi'(u) = C(r, m) [ru^{r-1} \varphi'(u) - u^r \varphi''(u)] m^{-j(r-1)} \ell(m^j) (1 + o(1))$$

(106)

as $j \uparrow \infty$. Again, both relations are uniform in $u$ on any compact subset of $(0, \infty)$.

**Proof.** Using (3) once again, we have

$$\varphi'(u) = m^{-j} f_j'\left(\varphi\left(\frac{u}{m^j}\right)\right) \varphi\left(\frac{u}{m^j}\right).$$

(107)

Therefore,

$$\varphi'_j(u) - \varphi'(u) = -m^{-j}\left(e^{-u/m^j} f_j'\left(e^{-u/m^j}\right) + f_j'\left(\varphi\left(\frac{u}{m^j}\right)\right) \varphi\left(\frac{u}{m^j}\right)\right)$$

$$= -\frac{f_j'(e^{-u/m^j})}{m^j} \left[e^{-u/m^j} + \varphi\left(\frac{u}{m^j}\right)\right]$$

$$+ \frac{\varphi'(u/m^j)}{m^j} f_j'(e^{-u/m^j}) - f_j'\left(\varphi\left(\frac{u}{m^j}\right)\right).$$

(108)

(109)
If $E Z_1^2$ is finite, then
\[ \varphi'(u) = -1 + uE W^2 + o(u) \quad \text{as } u \downarrow 0. \]  
(110)

Combining this with (99) gives
\[ -\frac{f_j'(e^{-u/m^j})}{m^j} \left[ e^{-u/m^j} + \varphi'\left(\frac{u}{m^j}\right) \right] = \varphi'(u)u q^2 m^{-j} \left(1 + o(1)\right) \quad \text{as } j \uparrow \infty, \]  
(111)
uniform in $u$ on any compact subset of $(0, \infty)$.

Now we turn to (109). By the mean value theorem,
\[ f_j'(e^{-u/m^j}) - f_j'\left(\varphi\left(\frac{u}{m^j}\right)\right) = f_j''(\theta_j) \left( e^{-u/m^j} - \varphi\left(\frac{u}{m^j}\right) \right). \]  
(112)

Analogously to (99),
\[ f_j''(\theta_j) = m^{2j} \varphi''(u) \left(1 + o(1)\right). \]  
(113)

This together with (101) and (110) gives
\[ \frac{\varphi'(u/m^j)}{m^j} \left[ f_j'(e^{-u/m^j}) - f_j'\left(\varphi\left(\frac{u}{m^j}\right)\right) \right] = -\frac{q^2}{2} u^2 \varphi''(u) m^{-j} \left(1 + o(1)\right), \]  
(114)
uniform in $u$ on any compact subset of $(0, \infty)$. Inserting now (111) into (108) and (114) into (109), we obtain (105).

In order to prove (106), only a single change is needed: Instead of (110) one has to use
\[ \varphi'(u) = -1 + u^{r-1} \ell \left(\frac{1}{u}\right) \frac{r \Gamma(2-r)}{r-1} \left(1 + o(1)\right) \quad \text{as } u \downarrow 0, \]  
(115)
which again follows from the Abelian theorem. This finishes the proof altogether.

\[ \square \]

3. Precise left tail asymptotics: Proof of Theorem 1

For $0 < x \leq \mu/m$, we define
\[ r := r(x) := \max\left\{ k \geq 1: \frac{\mu^k}{m^k} \geq x \right\} \quad \text{and} \quad y := y(x) := \frac{xm^{r(x)}}{\mu^{r(x)}}. \]  
(116)

Evidently, $1 \leq r(x) \uparrow \infty$ as $x \downarrow 0$. On the other hand, the function $x \mapsto y(x)$ is positive, multiplicatively periodic, with period $m/\mu = m^{1-\beta}$, since $r(xm/\mu) = r(x) - 1$. Also, $\mu^{r+1}/m^{r+1} < x \leq \mu^r/m^r$ implies
\[ \frac{\mu}{m} < y \leq 1. \]  
(117)

3.1. Precise left tail asymptotics of the density function $w$

By the inversion formula,
\[ w(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-irx} \varphi(-ir) \: dr, \quad x > 0. \]  
(118)

Since $z \mapsto e^z \varphi(z)$ is analytic on $\{z: \Re z > 0\}$ we can change the integration contour. In fact, for any $a > 0$ we can integrate along the line $\{z: \Re z = a\}$, i.e.
\[ w(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{(a-ir)x} \varphi(a - ir) \: dr. \]  
(119)
Since $\varphi$ satisfies the Poincaré functional equation, we have

$$
\varphi(z) = f_k\left(\varphi\left(\frac{z}{m^k}\right)\right), \quad \Re z \geq 0, \quad k \geq 1.
$$

(120)

Using this with $k = r = r(x)$ from (116) gives

$$
w(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{(a-it)x} f_r\left(\varphi\left(\frac{(a-it)}{m^r}\right)\right) \, dt, \quad 0 < x \leq \frac{\mu}{m}.
$$

(121)

Choose now $a = um^{r(x)}$ for any fixed $u > 0$, substitute $\tau = tm^{r(x)}$, and noting that $xm^{r(x)} = y(x)m^{r(x)}$, by the definition of $y = y(x)$ in (116) we get

$$
w(x) = \frac{m^r}{2\pi} \int_{-\infty}^{\infty} e^{(u-it)y} f_r\left(\varphi(u-it)\right) \, dt, \quad 0 < x \leq \frac{\mu}{m}.
$$

(122)

Next we want to analyze different parts of this integral.

Noting that $s \mapsto f_r(s)/s$ is increasing in the present Böttcher case, and using (80), we get for all $|t| \geq \theta$,

$$
|f_r(\varphi(u-it))| \leq f_r(|\varphi(u-it)|) = |\varphi(u-it)| \frac{f_r(|\varphi(u-it)|)}{\varphi(u)|1-\eta|}
\leq |\varphi(u-it)| \frac{f_r(\varphi(u)(1-\eta))}{\varphi(u)(1-\eta)}
$$

(123)

with $\eta = \eta(u, \theta) \in (0, 1)$. Consequently,

$$
I(\theta) := \left| \int_{|t| \geq \theta} e^{(u-it)y} f_r(\varphi(u-it)) \, dt \right|\\
\leq e^{uy(1-\eta)} \frac{f_r(\varphi(u)(1-\eta))}{\varphi(u)(1-\eta)} \int_{-\infty}^{\infty} |\varphi(u-it)| \, dt.
$$

(124)

According to Lemma 16 the integral in (124) is finite. Further, applying Lemma 13 to $f_{r(x)}(\varphi(u)(1-\eta))$, we obtain from estimate (124),

$$
I(\theta) \leq c(\theta, u) \exp\left\{ \mu^r \left[ uy + b(\varphi(u)(1-\eta)) \right] \right\}
$$

(125)

for some constant $c(\theta, u)$. Since from (41) it follows that $b$ is increasing on $(0, 1)$, there exists $\epsilon = \epsilon(\eta, u) > 0$ such that

$$
b(\varphi(u)(1-\eta)) \leq b(\varphi(u)) - \epsilon.
$$

(126)

Therefore, we have the tail estimate

$$
I(\theta) \leq c(\theta, u) \exp\left\{ \mu^r \left[ uy + b(\varphi(u)) \right] - \epsilon \mu^r \right\}.
$$

(127)

Fix $u_0 > 0$. According to Lemma 15 there is a constant $C = C(u_0)$ such that for all $\theta \in (0, C]$,

$$
\varphi(u-it) \in D\left(\varphi(u_0), \frac{\theta}{C}\right), \quad u \geq u_0 \text{ and } |t| \leq \theta.
$$

(128)

Furthermore, by Lemma 10, the function $b$ is analytic on $D(\varphi(u_0), \theta/C)$ for all small enough $\theta$, say $0 < \theta \leq \theta_1$. This implies in particular, that $\frac{\partial^2}{\partial u^2} b(\varphi(u-it))$ is uniformly bounded on the set $\{u \geq u_0, |t| \leq \theta\}$. Hence, expanding in a Taylor series in the variable $t$,

$$
b(\varphi(u-it)) = b(\varphi(u)) - b'(\varphi(u))\varphi'(u)it - \frac{t^2}{2} \frac{\partial^2}{\partial u^2} b(\varphi(u)) + O(|t|^3),
$$

(129)

uniformly in $u \geq u_0$. 
By (40), we have the following main part representation:

\[
\int_{-\theta}^{\theta} e^{(u-it)y}\mu^f_r(\varphi(u-it)) \, dt
\]

\[
= p_{\mu}^{-1/(\mu-1)}(1 + O(e^{-(\varphi_0)\mu^f_r})) \int_{-\theta}^{\theta} \exp\{\mu^f_r [b(\varphi(u-it)) + (u-it)y] \} \, dt
\]

(130)
as \( r = r(x) \uparrow \infty \), where the O-expression is uniform in \( u \geq u_0 \).

For the further analysis of the integral in (130) we want to apply now the saddle point approximation. For fixed \( x \in (0, \mu/m) \), let \( u^* := u^*(x) > 0 \) denote the unique solution of the equation

\[
b'(\varphi(u))\varphi'(u) = -y(x).
\]

(131)
The existence and the uniqueness of \( u^* \) follow from Lemma 17.

Since \( u \mapsto b'(\varphi(u))\varphi'(u) \) increases (by Lemma 17(c)), if \( x_1, x_2 \) are such that \( y(x_1) \leq y(x_2) \), then \( u^*(x_1) \geq u^*(x_2) \). But recalling (74), we have \( y(x) \leq 1 = y(\mu/m) \). Therefore, \( u^*(x) \geq u^*(\mu/m) \) for all \( x \in (0, \mu/m) \). Using (129) with \( u_0 = u^*(\mu/m) \) and \( u = u^*(x) \), we obtain for \( |t| \leq \theta \),

\[
b(\varphi(u^* - it) - ity = b(\varphi(u^*)) + b(\varphi(u^* - it)) - b(\varphi(u^*)) - ity
\]

\[= b(\varphi(u^*)) - (b'(\varphi(u^*))\varphi'(u^*) + y)it - \frac{\sigma^2}{2}t^2 + O(|t^3|)
\]

\[= b(\varphi(u^*)) - \frac{\sigma^2}{2}t^2 + O(|t^3|)
\]

(132)
as \( t \to 0 \), where \( \sigma \) is defined by

\[
\sigma^2 := \sigma^2(x) := \left. \frac{d^2}{du^2}b(\varphi(u)) \right|_{u = u^*(x)} = \psi''(u^*) > 0.
\]

(133)
The latter positivity follows from Lemma 17(c). Recall that the O is uniform in \( x \in (0, \mu/m) \).

From (132) we have

\[
\int_{-r\mu^{-r/2}}^{r\mu^{-r/2}} \exp\{\mu^f_r [b(\varphi(u^* - it)) + (u^* - it)y] \} \, dt
\]

\[= \exp\{\mu^f_r [b(\varphi(u^*)) + u^*y] \} \int_{-r\mu^{-r/2}}^{r\mu^{-r/2}} \exp\left\{ -\mu^f_r \frac{\sigma^2}{2}t^2 \right\} \, dt (1 + O(r^3\mu^{-r/2}))
\]

(134)
as \( r = r(x) \uparrow \infty \) (with O uniform in \( x \)). By the substitution \( \mu^{r/2}\sigma t = \tau \) we get

\[
\int_{-r\mu^{-r/2}}^{r\mu^{-r/2}} \exp\left\{ -\mu^f_r \frac{\sigma^2}{2}t^2 \right\} \, dt = \frac{1}{\mu^{r/2}\sigma} \int_{-r\sigma}^{r\sigma} \exp\left\{ -\frac{\sigma^2}{2}t^2 \right\} \, dt
\]

\[= \frac{1}{\mu^{r/2}\sigma} \left( \sqrt{2\pi} - 2 \int_{-\sigma}^{\sigma} e^{-t^2/2} \, dt \right) = \frac{\sqrt{2\pi}}{\mu^{r/2}\sigma} (1 + o(r^3\mu^{-r/2}))
\]

(135)
as \( r = r(x) \uparrow \infty \). Inserting into (134) gives the following representation of the central part of the integral in (130) (with \( u = u^* \)):

\[
\int_{-r\mu^{-r/2}}^{r\mu^{-r/2}} \exp\{\mu^f_r [b(\varphi(u^* - it)) + (u^* - it)y] \} \, dt
\]

\[= \sqrt{\frac{2\pi}{\sigma^2}} \mu^{-r/2} \exp\{\mu^f_r [b(\varphi(u^*)) + u^*y] \} (1 + O(r^3\mu^{-r/2}))
\]

(136)
as \( r = r(x) \uparrow \infty \).

On the other hand, since \( C|t^3| \leq \frac{\sigma^2}{4}r^2 \) for each fixed constant \( C \) and for all small enough \( |t| \), relation (132) implies

\[
\Re(b(\varphi(u^*-i\xi)) + (u^*-i\xi)y) \leq b(\varphi(u^*)) + u^*y - \frac{\sigma^2}{4}r^2
\]

(137)

for all \( |t| \leq \theta \) and for small enough \( \theta \), say \( \theta \leq \theta_2 \). Consequently, for all \( \theta < \theta_2 \) and all small enough \( x \), we obtain the following estimate of an intermediate part of the integral in (130) (with \( u = u^* \)):

\[
\int_{|t| \leq r^{-\epsilon}\\theta} \exp\{\mu^r[b(\varphi(u^*-i\xi)) + (u^*-i\xi)y]\} dt \leq 2\theta \exp\{\mu^r[b(\varphi(u^*)) + u^*y]\} \exp\left\{-\frac{\sigma^2}{4}r^2\right\}
\]

(138)

(with \( r = r(x) \) and \( u^* = u^*(x) \)).

Putting \( u = u^*(x) \) in (130) and taking into account our partial results (136) and (138), instead of (130) we get, for \( \theta \leq \theta_1 \land \theta_2 \),

\[
\int_{-\theta}^{\theta} e^{(u^*-i\xi)y} \mu^r \psi(u^*-i\xi) dt = \mu^{1/(\mu-1)} \frac{2\pi}{\sqrt{2\pi\sigma^2}} \mu^{-r/2} \exp\{\mu^r[b(\varphi(u^*)) + u^*y]\} (1 + O(r^3\mu^{-r/2}))
\]

(139)

since \( e^{-\sigma^2r^2/4} = o(1 + O(r^3\mu^{-r/2})) \) as \( r \uparrow \infty \).

Applying now (127) with \( u = u^*(x) \), and (139) to (122) with \( u = u^*(x) \), instead of (122) we have

\[
w(x) = \frac{\mu^{-1/(\mu-1)}}{\sqrt{2\pi\sigma^2}} \mu^{-r/2} \exp\{\mu^r[b(\varphi(u^*)) + u^*y]\} (1 + O(r^3\mu^{-r/2}))
\]

(140)

as \( r = r(x) \uparrow \infty \).

It follows from the definition of \( u^* = u^*(x) \) around (131), that

\[
b(\varphi(u^*)) + u^*y = \min_{u \geq 0}\{b(\varphi(u)) + uy\}.
\]

(141)

On the other hand, it is known (see Theorem 3 of [4]), that the function

\[
M(v) := -v^{\beta/(1-\beta)} \min_{u \geq 0}\{b(\varphi(u)) + uv\}, \quad v > 0,
\]

(142)

is analytic on \((0, \infty)\), positive, and multiplicatively periodic with period \( m^{1-\beta} \). Therefore,

\[
b(\varphi(u^*)) + u^*y = -y^{-\beta/(1-\beta)}M(ym^{-r(1-\beta)}).
\]

(143)

Recalling that \( \mu = m^\beta \), from definition (116) of \( r = r(x) \) and \( y = y(x) \) we have

\[
ym^{-r(1-\beta)} = \frac{ym^{-r}}{\mu^{-r}} = x \quad \text{and} \quad \mu^r = \left(\frac{y}{x}\right)^{\beta/(1-\beta)}.
\]

(144)

Applying these identities to the right-hand side of (143), we obtain

\[
b(\varphi(u^*)) + u^*y = -\mu^{-r}x^{-\beta/(1-\beta)}M(x).
\]

(145)
Moreover, the second part of (144) yields
\[
\mu^{-r/2} = \left(\frac{x}{y}\right)^{\beta/(2(1-\beta))} \quad \text{and} \quad m^r \mu^{-r/2} = \left(\frac{y}{x}\right)^{(2-\beta)/2(1-\beta)}.
\] (146)

The first of these identities gives
\[
r = r(x) = O(\log x), \quad \text{hence} \quad r^3 \mu^{-r/2} = O(x^{\beta/2(1-\beta) \log^3 x}) \quad \text{as} \ x \downarrow 0.
\] (147)

Thus, inserting (145) and (146) into (140) we obtain (12) with
\[
M_1(x) := \frac{p_{\mu}^{-1/(\mu-1)}}{\sqrt{2\pi \sigma^2}} y^{-(2-\beta)/2(1-\beta)}.
\] (148)

Since \(x \mapsto y(x)\) is multiplicatively periodic with period \(m^{1-\beta}\), the function \(x \mapsto u^*\) is also multiplicatively periodic with the same period, by definition (131) of \(u^*\). Hence, by (133), \(x \mapsto \sigma^2(x)\) is multiplicatively periodic with period \(m^{1-\beta}\), too. Therefore, \(x \mapsto M_1(x)\) is also multiplicatively periodic with period \(m^{1-\beta}\). Thus, the proof of the first part (12) of Theorem 1 is complete.

### 3.2. Precise left tail asymptotics for the law of \(W\)

By the inversion formula for distribution functions,
\[
\mathbf{P}(W < x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} 1 - \frac{e^{-i\tau x}}{i\tau} \varphi(-i\tau) \, d\tau.
\] (149)

Changing again the integration contour, we get for arbitrary \(a > 0\),
\[
\mathbf{P}(W < x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} 1 - \frac{e^{(a-i\tau)x}}{a-i\tau} \varphi(a-i\tau) \, d\tau.
\] (150)

After substituting \(a = um^r\), \(\tau = tm^r\) we have
\[
\mathbf{P}(W < x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{y^{m^r}(u-it)}}{u-it} f_r(\varphi(u-it)) \, dt
\] (by using (116) and (120)). Evidently,
\[
\left| \int_{-\infty}^{\infty} \frac{1}{u-it} f_r(\varphi(u-it)) \, dt \right| \leq \frac{1}{u} \int_{-\infty}^{\infty} f_r(\varphi(u-it)) \, dt \leq \frac{f_r(\varphi(u))}{u \varphi(u)} \int_{-\infty}^{\infty} |\varphi(u-it)| \, dt,
\] (152)
in the second step we applied the inequality \(|\varphi(u-it)| \leq \varphi(u)\). Using Lemmas 16 and 13 gives
\[
\left| \int_{-\infty}^{\infty} \frac{1}{u-it} f_r(\varphi(u-it)) \, dt \right| \leq c(u)e^{\mu b(\varphi(u))}
\] (153)

for some constant \(c(u)\). Applying this bound to (151), we get
\[
\mathbf{P}(W < x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{y^{m^r}(u-it)}}{u-it} f_r(\varphi(u-it)) \, dt + O(e^{\mu b(\varphi(u))})
\] (154)
as \(r = r(x) \uparrow \infty\). The completion of the proof of (13) follows the pattern of the proof of (12). At the end we have (13) with
\[
M_2(x) := \frac{p_{\mu}^{-1/(\mu-1)}}{u^{*\sqrt{2\pi \sigma^2}}} y^{-\beta/2(1-\beta)}.
\] (155)

From (116), this function is multiplicatively periodic with period \(m^{1-\beta}\). Thus, the proof of Theorem 1 is complete.
3.3. No oscillations: Proof of Corollary 2

Since \( b(s) = \log B(s) \), condition \( K(u) \equiv \kappa \) means that \( b(\varphi(u)) = -\kappa u^\beta \). It can easily be seen that

\[
    u^* = \left( \frac{\kappa \beta}{y} \right)^{1/(1-\beta)}.
\]  

(156)

Thus,

\[
    -\kappa (u^*)^\beta + u^* y = y^{-\beta/(1-\beta)} (\kappa \beta)^{1/(1-\beta)} (\beta^{-1} - 1).
\]  

(157)

From this equality and definition (142) of \( M \) we conclude (15). Further, by (133) and (156),

\[
    \sigma^2 = \kappa \beta (1-\beta) (u^*)^{\beta-2} = (\kappa \beta)^{-1/(1-\beta)} (1-\beta) y (2-\beta)/(1-\beta).
\]  

(158)

Substituting (158) into (148) gives (16), and substituting additionally (156) into (155) yields (17).

Conversely, by a Tauberian theorem of de Bruijn (see Theorem 4.12.9 in [8]), the condition \( M(x) \equiv \text{const} \) implies the existence of the limit \( \lim_{u \to \infty} u^{-\beta} \log \varphi(u) < 0 \). Furthermore, Bingham ([6], p. 219) has shown that \( B(s) \sim p_{\mu}^{-1/(\mu-1)} s^{-1/(\mu-1)} \) as \( s \downarrow 0 \).

(159)

From this we conclude that the limit \( \lim_{u \to \infty} u^{-\beta} \log B(\varphi(u)) \) exists as well. But a multiplicatively periodic function has a limit if and only if this function degenerates to a constant. Summarizing, the constancy of \( M \) yields the constancy of \( K \), finishing the proof.

4. Lower deviation probabilities: Proofs of Theorems 7 and 8

4.1. Intermediate formula

Fix any \( y \in (0, \infty) \) and set \( k = k(y, j, \ell) := yc_j \mu^\ell, j, \ell \geq 0 \). By the inversion formula, for all \( k \equiv \mu^j + \ell \pmod{d} \) and \( a > 0 \),

\[
    P(Z_j + \ell = k) = \frac{d}{2\pi} \int_{\pi/d}^{\pi/d} f_{j+\ell}(e^{-a+i\tau}) e^{(a-i\tau)k} d\tau.
\]  

(160)

Letting here \( a = u/c_j \) and \( \tau = t/c_j \), we get

\[
    P(Z_j + \ell = k) = \frac{d}{2\pi c_j} \int_{\pi c_j/d}^{\pi c_j/d} f_{j}(\varphi_j(u-it)) e^{i\ell y(u-it)} dt.
\]  

(161)

Fix any \( 0 < \theta < T < \infty \). Since \( \varphi_j(u-it) \to \varphi(u-it) \) uniformly in \( t \in [0, T] \), from (80) we conclude that there exists \( \eta = \eta(\theta) > 0 \) such that

\[
    |\varphi_j(u-it)| \leq (1-\eta)\varphi(u)
\]  

(162)

for all \( t \in [\theta, T] \) and all large enough \( j \). On the other hand, by Lemma 9 of [12] there exists \( \xi > 0 \) such that for all \( u \geq 0, j \geq 1 \) and \( 1 \leq l \leq j \),

\[
    |\varphi_j(u-it)| \leq e^{-\xi \mu^l}|t| \quad \text{for all} \quad \frac{\pi c_j}{dc_j} \leq |t| \leq \frac{\pi c_j}{dc_{j-1}}.
\]  

(163)

In particular, for every \( l \leq j \),

\[
    |\varphi_j(u-it)| \leq e^{-\xi \mu^l} \quad \text{for all} \quad \frac{\pi c_j}{dc_{j-l}} \leq |t| \leq \frac{\pi c_j}{d}.
\]  

(164)
Choosing here \( l \) such that \( e^{-\xi \mu^l} \leq (1 - \eta)\varphi(u) \) and putting \( T := \pi c_j/dc_{j-1} \), we convince ourselves that the bound (162) holds for all \( |t| \in [\theta, \pi cj/d] \) and all large enough \( j \). Therefore,

\[
\left| \int_{-\pi cj/d}^{-\theta} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt + \int_{\theta}^{\pi cj/d} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt \right| \\
\leq e^{\eta y\mu^l} \frac{f_e(\varphi(u)(1-\eta))}{\varphi(u)(1-\eta)} \int_{-\pi cj/d}^{\pi cj/d} |\varphi_j(u-it)| \, dt. \tag{165}
\]

Using again (163), we see that

\[
\int_{-\pi cj/d}^{\pi cj/d} |\varphi_j(u-it)| \, dt \leq \frac{2\pi}{d} \left( 1 + \sum_{l=1}^{j} \frac{c_j}{cl-1} e^{-\xi \mu^{l-1}} \right). \tag{166}
\]

From the boundedness of this integral and Lemma 13 we have

\[
\left| \int_{-\pi cj/d}^{-\theta} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt + \int_{\theta}^{\pi cj/d} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt \right| \\
\leq c(\theta, u) \exp\{\mu^l[b(\varphi_j(u)) - \varepsilon \mu^l]\}. \tag{167}
\]

with some constant \( c(\theta, u) \). In view of the monotonicity of \( b(s) \),

\[
\left| \int_{-\theta}^{-\theta} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt + \int_{\theta}^{\pi cj/d} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt \right| \\
\leq c(\theta, u) \exp\{\mu^l[b(\varphi(u)) - \varepsilon \mu^l]\}. \tag{168}
\]

By Lemma 10, for all small enough \( \theta \), as \( \ell \uparrow \infty \),

\[
\int_{-\theta}^{\theta} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt \\
= p_{\mu}^{-1/(\mu-1)} \left( 1 + O(e^{-\delta(u)\mu^\ell}) \right) \int_{-\theta}^{\theta} \exp\{\mu^\ell[b(\varphi_j(u-it)) + (u-it)y] \} \, dt. \tag{169}
\]

Since \( \varphi_j(u) \) converges to \( \varphi(u) \) uniformly on the compact subsets of \((0, \infty)\), for all large enough \( j \) the equation

\[
b'(\varphi_j(u))\varphi'_j(u) = -y \tag{170}
\]

has a unique solution, which will be denoted by \( u^*_j \), and

\[
\sigma^2_j := \left. \frac{d^2}{du^2} b(\varphi_j(u)) \right|_{u=u^*_j} > 0. \tag{171}
\]

Repeating word for word the proof of (139), we have, as \( \ell \uparrow \infty \),

\[
\int_{-\theta}^{\theta} e^{(u-it)y\mu^l} f_i(\varphi_j(u-it)) \, dt \\
= p_{\mu}^{-1/(\mu-1)} \sqrt{\frac{2\pi}{\sigma^2_j \mu^{-\ell/2}}} \exp\{\mu^\ell[b(\varphi_j(u^*_j)) + u^*_j y] \} (1 + o(1)). \tag{172}
\]
Applying (172) and (168) with \( u_j^* \) to (161) with \( u_j^* \), and noting that

\[
\lim_{j \to \infty} \left[ b(\varphi_j(u_j^*)) + u_j^*y \right] = \left[ b(\varphi(u^*)) + u^*y \right]
\]  

and

\[
\lim_{j \to \infty} \sigma_j^2 = \sigma^2
\]

with \( u^* \) and \( \sigma^2 \) defined in (131) and (133), we have, as \( j, \ell \to \infty \),

\[
P(Z_j + \ell = k) = \frac{dp^{\mu^{-1/2}}}{\sqrt{2\pi\sigma^2 j}} \mu^{-\ell/2} \exp\{\mu\ell \left[ b(\varphi_j(u_j^*)) + u_j^*y \right] \} \left(1 + o(1)\right).
\]  

(175)

4.2. Precise logarithmic asymptotics: Proof of Theorem 7

Choosing \( j = j_n \), \( \ell = n - j_n \) and \( y = k_n/c_j n^{-j_n} \) in (175), we get, as \( n \to \infty \),

\[
P(Z_n = k_n) = \frac{dp^{\mu^{-1/2}}}{\sqrt{2\pi\sigma^2 c_j n}} \mu^{-(n-j_n)/2} \exp\{\mu^{n-j_n} \left[ b(\varphi_j(u_j^*)) + u_j^*y \right] \} \left(1 + o(1)\right).
\]  

(176)

Multiplying both parts of (176) by \( c_n \) and taking logarithms, we have

\[
\log[c_n P(Z_n = k_n)] = \mu^{n-j_n} \left( \left[ b(\varphi_j(u_j^*)) + u_j^*y \right] + \mu^{-\rho/\mu} \log \left( \frac{c_n}{c_j n} \right) \right) + o(1)
\]

= \mu^{n-j_n} \left( \left[ b(\varphi(u^*)) + u^*y \right] + o(1) \right),

(177)

where in the second step we used (173) and the bound \( c_n/c_j \leq m^{n-j} = \mu^{(n-j)/\rho} \).

Recall definition (116) of \( r(x) \). It is easy to see that if \( x = y\mu^{-j_n}/m^{n-j_n} \), then \( r(x) = n - j_n \). Hence, in view of (140),

\[
w \left( \frac{y\mu^{n-j_n}}{m^{n-j_n}} \right) = \frac{dp^{\mu^{-1/2}}}{\sqrt{2\pi\sigma^2}} m^{n-j_n} \mu^{-(n-j_n)/2} \exp\{\mu^{n-j_n} \left[ b(\varphi(u^*)) + u^*y \right] \} \left(1 + o(1)\right).
\]  

(178)

Taking logarithms, we have

\[
\log w \left( \frac{y\mu^{n-j_n}}{m^{n-j_n}} \right) = \mu^{n-j_n} \left( \left[ b(\varphi(u^*)) + u^*y \right] + o(1) \right).
\]  

(179)

Comparing the right-hand sides of (177) and (179), we have

\[
\log[c_n P(Z_n = k_n)] \sim \log w \left( \frac{y\mu^{n-j_n}}{m^{n-j_n}} \right).
\]  

(180)

But by the definition of \( j_n \),

\[
\frac{y\mu^{n-j_n}}{m^{n-j_n}} = \frac{k_n}{c_j n^{n-j_n}}
\]  

(181)

Thus, the proof of Theorem 7 is finished.
4.3. On the asymptotic behavior of $u_j^* - u^*$

By the definitions of $u^*$ and $u_j^*$,

$$b'(\varphi(u^*))\varphi'(u^*) = -n = b'(\varphi_j(u_j^*))\varphi_j'(u_j^*).$$

Consequently,

$$b'(\varphi(u^*))\varphi'(u^*) - b'(\varphi_j(u_j^*))\varphi_j'(u_j^*) = b'(\varphi_j(u_j^*))\varphi_j'(u_j^*) - b'(\varphi_j(u_j^*))\varphi_j'(u_j^*).$$

(182)

Using the Taylor expansion, we have for the left-hand side the equality

$$b'(\varphi(u^*))\varphi'(u^*) - b'(\varphi_j(u_j^*))\varphi_j'(u_j^*) = -\sigma^2(u_j^* - u^*) + O((u_j^* - u^*)^2)$$

(183)

as $j \uparrow \infty$. On the other hand,

$$b'(\varphi_j(u_j^*)) - b'(\varphi_j(u_j^*)) = b''(\varphi(u_j^*))\varphi_j'(u_j^*) - \varphi_j'(u_j^*) + O((\varphi_j(u_j^*) - \varphi(u_j^*))^2)$$

as $j \uparrow \infty$. Hence, applying (91) and recalling that $\varphi(u_j^*) \to \varphi(u^*)$, we get

$$b'(\varphi_j(u_j^*)) - b'(\varphi_j(u_j^*)) = \frac{\sigma^2}{2} b''(\varphi(u^*))\varphi'(u^*) (u^*)^2 m^{-j} (1 + o(1))$$

(184)

as $j \uparrow \infty$, provided that $\mathbb{E}Z_1^2 < \infty$. From this equality and (105) we conclude that

$$b'(\varphi_j(u_j^*)) - b'(\varphi_j(u_j^*)) = O(m^{-j}) \quad \text{as} \quad j \uparrow \infty.$$  

(185)

Combining (182), (183) and (185), we conclude that if $\mathbb{E}Z_1^2$ is finite then

$$u_j^* - u^* = O(m^{-j})$$

(186)

as $j \uparrow \infty$. Moreover, if (29) holds, then, proceeding analogously to the case of finite variance, we have

$$u_j^* - u^* = O(m^{-j} (r-1) \ell (m^j)).$$

(187)

4.4. Fine asymptotics: Proof of Theorem 8

For convenience, set $Q(u) := b(\varphi(u)) + yu$ and $Q_j(u) := b(\varphi_j(u)) + yu$. Once again, since $\mathbb{E}Z_1 \log Z_1 < \infty$ we can set $c_j = m^j$. Then from formula lines (176), (178) and (181) we get

$$m^n \mathbb{P}(Z_n = k_n) = \exp\{\mu^{n-j_n} [Q_{j_n}(u_j^*)] - Q(u^*)\} (1 + o(1))$$

(188)

as $n \uparrow \infty$. Evidently,

$$Q_{j_n}(u_j^*) - Q(u^*) = [Q_{j_n}(u_j^*_{j_n}) - Q(u_j^*_{j_n})] + [Q(u_j^*_{j_n}) - Q(u^*)].$$

(189)

It follows from the definition of $u^*$ that $Q'(u^*) = 0$. Thus, as $n \uparrow \infty$,

$$[Q(u_j^*_{j_n}) - Q(u^*)] = \frac{1}{2} Q''(u^*) (u_j^*_{j_n} - u^*)^2 (1 + o(1)).$$

(190)

On the other hand,

$$[Q_{j_n}(u_j^*_{j_n}) - Q(u_j^*_{j_n})] = b(\varphi_{j_n}(u_j^*_{j_n})) - b(\varphi(u_j^*_{j_n})) = b'(\varphi(u^*)) (\varphi_{j_n}(u_j^*_{j_n}) - \varphi(u_j^*_{j_n})) (1 + o(1)).$$

(191)
If $EZ_j^2 < \infty$, then applying (186) with $j = j_n$ to (190) and (91) to (191), and taking into account (189), we have

$$Q_{j_n}(u^*_j) - Q(u^*) = \frac{Q^2}{2}(u^*)^2 b'((\varphi(u^*)))\varphi'(u^*)m^{-j_n}(1 + o(1)).$$  \hfill (192)

Substituting (192) into (188), and noting that

$$\mu^{n-j_n}m^{-j_n} = y^{(1+\beta)/(1-\beta)}\left(\frac{m^{\beta n}}{k_n^{1+\beta}}\right)^{1/(1-\beta)},$$  \hfill (193)

we get (28) with

$$V_2(x) := -y^{(1+\beta)/(1-\beta)}\frac{Q^2}{2}(u^*)^2 b'((\varphi(u^*)))\varphi'(u^*) = y^{2/(1-\beta)}\frac{Q^2}{2}(u^*)^2,$$  \hfill (194)

where $y = y(x)$ is defined as in (116).

In the case (29), using (187) and (92) instead of (186) and (91), we arrive at

$$Q_{j_n}(u^*_j) - Q(u^*) = \frac{\Gamma(2-r)}{(r-1)(m^r - m)}(u^*)^r b'((\varphi(u^*)))\varphi'(u^*)m^{-j_n(r-1)}\ell(m_{j_n})(1 + o(1))$$  \hfill (195)

as $n \uparrow \infty$. Combining (195) and (188), and noting that

$$\mu^{n-j_n}m^{-j_n(r-1)} = y^{(r-1+\beta)/(1-\beta)}\left(\frac{m^{r\beta n}}{k_n^{r-1+\beta}}\right)^{1/(1-\beta)} = \left(\frac{k_n}{ym^{\beta n}}\right)^{1/(1-\beta)},$$

we have (30) with

$$V_r(x) := -y^{(r-1+\beta)/(1-\beta)}\frac{\Gamma(2-r)}{(r-1)(m^r - m)}(u^*)^r b'((\varphi(u^*)))\varphi'(u^*)$$

$$= y^{r/(1-\beta)}\frac{\Gamma(2-r)}{(r-1)(m^r - m)}(u^*)^r.$$  \hfill (196)

Note that the multiplicative periodicity of $V_2$ and $V_r$ follows from the multiplicative periodicity of $u^*$ and $y$. The proof of Theorem 8 is finished.
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