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Abstract

In this article we investigate the ballistic behavior of diffusions in random environment. We introduce conditions in the spirit of
(T ) and (T ′) of the discrete setting, cf. [A.-S. Sznitman, On a class of transient random walks in random environment, Ann. Probab.
29 (2) (2001) 723–764; A.-S. Sznitman, An effective criterion for ballistic behavior of random walks in random environment,
Probab. Theory Related Fields 122 (4) (2002) 509–544], that imply, when d � 2, a law of large numbers with non-vanishing
limiting velocity (which we refer to as ‘ballistic behavior’) and a central limit theorem with non-degenerate covariance matrix.
As an application of our results, we consider the class of diffusions where the diffusion matrix is the identity, and give a concrete
criterion on the drift term under which the diffusion in random environment exhibits ballistic behavior. This criterion provides
examples of diffusions in random environment with ballistic behavior, beyond what was previously known.
© 2006 Elsevier Masson SAS. All rights reserved.

Résumé

On étudie dans cet article le comportement balistique de diffusions en milieu aléatoire. On montre que certaines conditions (T )

et (T ′), d’abord introduites dans le cadre discret, cf. [A.-S. Sznitman, On a class of transient random walks in random environment,
Ann. Probab. 29 (2) (2001) 723–764 ; A.-S. Sznitman, An effective criterion for ballistic behavior of random walks in random
environment, Probab. Theory Related Fields 122 (4) (2002) 509–544], entraînent en dimension supérieure une loi des grands
nombres avec une vitesse limite non nulle (ce qu’on appelle « comportement balistique »), et un théorème limite central avec une
matrice de covariance non dégénérée. Pour illustrer ces résultats, on considère la classe de diffusions où la matrice de diffusion est
l’identité, et on donne un critère concret sur la dérive qui entraîne le comportement balistique de la diffusion en milieu aléatoire.
Ce critère fournit de nouveaux exemples de diffusions en milieu aléatoire avec comportement balistique.
© 2006 Elsevier Masson SAS. All rights reserved.

Keywords: Diffusions in random environment; Ballistic behavior; Condition (T )

1. Introduction

The method of “the environment viewed from the particle” has played a prominent role in the investigation of
random motions in random environment, see for instance [12,18,21,23–26]. In the continuous space–time setting,
it applies successfully when one can construct, most often explicitly, an invariant measure for the process of the
environment viewed from the particle, which is absolutely continuous with respect to the static measure of the random
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medium, see [7,13–17,19,22–25]. However, the existence of such invariant measures is hard to prove in the general
setting. The case of Brownian motion with a random drift which is either incompressible or the gradient of a stationary
function, is tractable, see [23,24]. But many examples fall outside this framework, and only recent developments go
beyond it, for they require new techniques, see [13–15,17].

Progress has recently been made in the discrete setting for random walks in random environment in higher dimen-
sions, in particular with the help of the renewal-type arguments introduced in Sznitman and Zerner [36], see [3–6,
31–35,37]. It is natural, but not straightforward, to try to transpose these results to the continuous space–time setting,
and thus propose a new approach to multidimensional diffusions in random environment, when no invariant measure
is a priori known. The first step in this direction was taken up in Shen [28], where, in the spirit of Sznitman and Zerner
[36], certain regeneration times providing a renewal structure are introduced. Then a sufficient condition for a ’bal-
listic’ strong law of large numbers (‘ballistic’ means that the limiting velocity does not vanish, which we refer to as
ballistic behavior) and a central limit theorem governing corrections to the law of large numbers, with non-degenerate
covariance matrix, is given in terms of these regeneration times.

In this article we show that under condition (T ′), see (1.12) for the definition, when d � 2, the diffusion in ran-
dom environment satisfies the aforementioned sufficient condition of Shen [28]. We formulate the rather geometric
condition (T ′) and are able to restate it equivalently in terms of the renewal structure of Shen [28], see Theorem 3.1.
With (T ′) we are then able to derive tail estimates on the first regeneration time which in particular imply the above
mentioned sufficient condition of Shen [28], see Theorem 4.5. In the discrete i.i.d. setting, condition (T ′) was intro-
duced in the work of Sznitman, see [32] and [33], and some of our arguments are inspired by [32] and [33]. As an
application of our methods, we give concrete examples. In particular, we recover and extend results of Komorowski
and Krupa [15].

Before describing our results in more details, let us recall the setting.
The random environment is described by a probability space (Ω,A,P). We assume that there exists a group

{tx : x ∈ R
d} of transformations on Ω , jointly measurable in x, ω, which preserve the probability P:

txP = P. (1.1)

On (Ω,A,P) we consider bounded measurable functions b(·) :Ω → R
d and σ(·) :Ω → R

d×d , as well as two finite
constants b̄, σ̄ > 0 such that for all ω ∈ Ω∣∣b(ω)

∣∣ � b̄,
∣∣σ(ω)

∣∣ � σ̄ , (1.2)

where | · | denotes the Euclidean norm for vectors resp. for square matrices. We write

b(x,ω) = b
(
tx(ω)

)
, σ (x,ω) = σ

(
tx(ω)

)
.

We further assume that b(·,ω) and σ(·,ω) are Lipschitz continuous, i.e. there is a constant K > 0 such that for all
ω ∈ Ω , x, y ∈ R

d ,∣∣b(x,ω) − b(y,ω)
∣∣+ ∣∣σ(x,ω) − σ(y,ω)

∣∣ � K|x − y|. (1.3)

σσ t (x,ω) is uniformly elliptic, i.e. there is a constant ν > 0 such that for all ω ∈ Ω , x, y ∈ R
d ,

1

ν
|y|2 �

∣∣σ t (x,ω)y
∣∣2 � ν|y|2, (1.4)

where σ t denotes the transposed matrix of σ . For a Borel subset F ⊂ R
d , we define the σ -field generated by

b(x,ω), σ (x,ω), for x ∈ F by

HF
def= σ

{
b(x, ·), σ (x, ·): x ∈ F

}
, (1.5)

and assume finite range dependence: there is an R > 0 such that for all Borel subsets F,F ′ ⊂ R
d with d(F,F ′) def=

inf{|x − x′|: x ∈ F, x′ ∈ F ′} > R,

HF and HF ′ are P-independent. (1.6)

We denote by (C(R+,R
d),F ,W) the canonical Wiener space, and with (Bt )t�0 the d-dimensional Brownian motion

(which is independent from (Ω,A,P)). The diffusion process in the random environment ω is described by the family
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of laws (Px,ω)x∈Rd (we call them the quenched laws) on (C(R+,R
d),F) of the solution of the stochastic differential

equation{
dXt = σ(Xt ,ω)dBt + b(Xt ,ω)dt,

X0 = x, x ∈ R
d, ω ∈ Ω.

(1.7)

The second order linear differential operator associated to the stochastic differential equation (1.7) is given by:

Lω
def= 1

2

d∑
i,j=1

aij (x,ω)
∂2

∂xi∂xj

+
d∑

j=1

bj (x,ω)
∂

∂xj

. (1.8)

To restore some stationarity to the problem, it is convenient to introduce the annealed laws Px , which are defined as
the semi-direct products:

Px
def= P × Px,ω, for x ∈ R

d . (1.9)

Of course the Markov property is typically lost under the annealed laws.
Let us now explain the purpose of this work. The main object is to introduce sufficient conditions for ballistic

behavior of the diffusion in random environment when d � 2. These conditions are expressed in terms of another
condition (T )γ which is defined as follows. Consider, for |l| = 1 a unit vector of R

d , b,L > 0, the slabs

Ul,b,L
def= {

x ∈ R
d : −bL < x · l < L

}
.

We say that condition (T )γ holds relative to l ∈ Sd−1, in shorthand notation (T )γ | l, if for all l′ ∈ Sd−1 in a neighbor-
hood of l, and for all b > 0,

lim sup
L→∞

L−γ logP0[XTU
l′,b,L

· l′ < 0] < 0, (1.10)

where TUl,b,L
denotes the exit time of X· out of the slab Ul,b,L, see (2.1) for the definition.

The aforementioned sufficient conditions for ballistic behavior are then condition (T ) relative to the direction l, in
shorthand notation (T )|l, which refers to the case where

(1.10) holds for γ = 1, (1.11)

or the weaker condition (T ′) relative to the direction l, in shorthand notation (T ′)|l, which refers to the case where

(1.10) holds for all γ ∈ (0,1). (1.12)

Clearly (T ) implies (T ′) which itself implies (T )γ for all γ ∈ (0,1). We expect these conditions all to be equivalent,
cf. Sznitman [33,35], however this remains an open question. The conditions (T ) and (T ′) are not effective conditions
which can be checked by direct inspection of the environment restricted to a bounded domain of R

d . In the discrete
i.i.d. setting, Sznitman [33] proved the equivalence between a certain effective criterion and condition (T ′). With the
help of the effective criterion he also proved that (T )γ and (T ′) are equivalent for 1

2 < γ < 1. We believe that a similar
effective criterion holds in the continuous setting, and it is in the spirit of this belief that we formulate all our results
in Section 3 and 4 in terms of condition (T ′) resp. (T )γ . Later, in Section 5, we verify the stronger condition (T ) for
a large class of examples.

In Theorem 3.1 we show that the definition of condition (T )γ |l, see (1.10), which is of a rather geometric nature,
has an equivalent formulation in terms of transience of the diffusion in direction l and a stretched exponential control
of the size of the trajectory up to the first regeneration time τ1 (see Subsection 2.3 for the precise definition):

P0-a.s. lim
t→∞Xt · l = ∞, (1.13)

and for some μ > 0, Ê0

[
exp

{
μ sup

0�t�τ1

|Xt |γ
}]

< ∞. (1.14)

Following Shen [28], the successive regeneration times τk , k � 1, are defined on an enlarged probability space which
is obtained by adding some suitable auxiliary i.i.d. Bernoulli variables, cf. Subsection 2.3. The quenched measure on
the enlarged space, which couples the trajectories to the Bernoulli variables, is denoted by P̂x,ω , and P̂x refers to the
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annealed measure P× P̂x,ω , cf. Subsection 2.2. Loosely speaking, the first regeneration time τ1 is the first integer time
where the diffusion process in random environment reaches a local maximum in a given direction l ∈ Sd−1, some
auxiliary Bernoulli variable takes value one, and from then on the diffusion process never backtracks.

The strategy of the proof of the above mentioned equivalence statement is similar to that of the analogue statement
in the discrete i.i.d. setting, see Sznitman [33]. Nevertheless, changes appear in several places, due among others to
the fact that the regeneration time τ1 is more complicated than in the discrete setting.

Theorem 3.1 is very useful because conditions (1.10) and (1.13), (1.14) have different flavors. Condition (1.13),
(1.14) is especially useful when studying asymptotic properties of the diffusion process, whereas (1.10) is more
adequate to construct examples.

Together with the crucial renewal property (see Theorem 2.2) induced by the regeneration times τk , k � 1, the
formulation (1.14) is instrumental in showing that under (T ′), and when d � 2,

lim sup
u→∞

(logu)−α log P̂0[τ1 > u] < 0, for α < 1 + d − 1

d + 1
, (1.15)

see Theorem 4.5. The proof again uses a strategy close to the proof in the discrete case, see Sznitman [32]. We prove
a seed estimate, see Lemma 4.4, which is then propagated to the right scale by performing a renormalisation step, see
Lemma 4.3. Interestingly enough, we do not require condition (T ′) to prove the renormalisation lemma.

Under the assumption of (1.13) and the finiteness of the first and the second moment of τ1, the Theorems 3.2 and
3.3 in Shen [28] imply that:

P0-a.s.,
Xt

t
→ v, v �= 0, deterministic, with v · l > 0, (1.16)

and under P0, Bs· = (Xs· − s · v)/
√

s converges in law on C(R+,R
d), as s → ∞, to a

Brownian motion B· with non-degenerate deterministic covariance matrix. (1.17)

Hence, when condition (T ′) holds, and d � 2, Theorem 4.5, see also (1.15), yields a ballistic law of large numbers
and a central limit theorem governing corrections to the law of large numbers. Incidentally let us mention that as in
the discrete setting, cf. Sznitman [33,35], condition (T ′) is a natural contender for the characterisation of ballistic
diffusions in random environment when d � 2. However at present there are no rigorous results in that direction.

As an application of our methods, we provide a rich class of examples exhibiting ballistic behavior. We first
consider the case where, for some l ∈ Sd−1 and all ω ∈ Ω , all x ∈ R

d , b(x,ω) · l remains uniformly positive, and
show in Proposition 5.1 that condition (T )|l holds. Hence we recover and extend the main result of Komorowski and
Krupa [15] (which only asserts (1.16) when σ = Id).

Then we consider the case where σ in (1.7) is the identity. We prove in Theorem 5.2 that, when d � 1, there is a
constant ce(b̄,K,d,R) > 0 such that, for l ∈ Sd−1, the inequality

E
[(

b(0,ω) · l)+]
> ceE

[(
b(0,ω) · l)−]

(1.18)

implies condition (T )|l (and hence condition (T ′)|l). Clearly, when σ = Id, the result of Proposition 5.1 is included
in Theorem 5.2. Note that Theorem 5.2 covers additional situations where b(0,ω) · l changes sign in every unit
direction l. This provides new examples of ballistic diffusions in random environment. More details are included in
Remark 5.7 at the end of Section 5.

To prove Theorem 5.2, we verify the geometric formulation (1.11) of condition (T ). However it is a difficult task to
compute the exit distribution of the diffusion out of large slabs under P0, since the Markov property is lost under P0.
In the spirit of Kalikow [10], we restore a Markovian character to the exit problem by virtue of Proposition 5.4. With
the help of Proposition 5.4, we show that condition (T ) is implied by a certain condition (K), see (5.23), which has a
similar flavor as Kalikow’s condition in the discrete i.i.d. setting, see Sznitman and Zerner [36]. The proof of Theorem
5.2 is then carried out by checking condition (K). These steps are similar in spirit to the strategy used in the discrete
setting, cf. lecture 5 of [4]. However, difficulties arise in the continuous space–time framework.

Let us now describe the organisation of this article.
In Section 2, we recall the coupling construction which leads to the measures P̂x,ω resp. P̂x , cf. Proposition 2.1. On

this new probability space one constructs the regeneration times τk , k � 1, which provide the crucial renewal structure,
cf. Theorem 2.2. These results have been obtained in Shen [28]; we recall them for the convenience of the reader.
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In Section 3, we prove the equivalence of (1.10) and (1.13) (1.14), see Theorem 3.1.
In Section 4, we show that, when d � 2, condition (T ′) implies (1.15), see Theorem 4.5. Proposition 4.2 highlights

the importance of large deviation controls of the exit probability of large slabs. The renormalisation step is carried out
in Lemma 4.3, and a seed estimate is provided in Lemma 4.4.

In Section 5, we show that condition (T ) (in the geometric formulation (1.10)) holds either under the assumption
of the uniform positivity of b(x,ω) · l for some unit vector l and all ω ∈ Ω , all x ∈ R

d , or under the assumption of
σ = Id and (1.18).

In Appendix A, we provide some results on continuous local martingales and Green functions, that we use through-
out this article.

Convention on constants. Unless otherwise stated, constants only depend on the quantities ν, b̄, σ̄ ,K,R,d, γ . In
particular they are independent of the environment ω. Generic positive constants are denoted by c. Dependence on
additional parameters appears in the notation. For example, c(p,L) means that the constant c depends on p and L

and on ν, b̄, σ̄ ,K,R,d, γ . When constants or positive numbers are not numerated, their value may change from line
to line.

2. The regeneration times and the renewal structure

In this section, we recall the definition of the coupled measures P̂x,ω (resp. P̂x ) and of the regeneration times τk ,
k � 1, given in Shen [28]. We then cite the resulting renewal structure, see Theorem 2.2. For the proofs or further
details, we refer the reader to Shen [28].

2.1. Notation

We introduce some additional notation. For x ∈ R
d , d � 1, we let Br(x) denote the d-dimensional open Euclidean

ball with radius r centered in x. For U ⊆ R
d , we denote with 
U its closure, with diam(U)

def= sup{|x − y|: x, y ∈ U}
its diameter, and, for measurable U , with |U | its Lebesgue measure. A domain stands for a connected open subset

of R
d . For two subsets U , V of R

d , we define their mutual distance by d(U,V )
def= inf{|x − y|: x ∈ U, y ∈ V }. For

x ∈ R, we define �x� def= sup{k ∈ Z: k � x} and 
x� def= inf{k ∈ Z: k � x}. For a discrete set A, we denote with #A its
cardinality. For an open set U in R

d and u ∈ R we define the (Ft )t�0-stopping times ((Ft )t�0 denotes the canonical
right-continuous filtration on (C(R+,R

d),F)): the exit time from U ,

TU
def= inf{t � 0: Xt /∈ U}, (2.1)

and the entrance times into the half-spaces {x · l � u} resp. {x · l � u},
T l

u
def= inf{t � 0: Xt · l � u}, T̃ l

u
def= inf{t � 0: Xt · l � u}. (2.2)

We define as well the maximal value of the process (Xs · l)s�0 till time t ,

M(t)
def= sup {Xs · l: 0 � s � t}, (2.3)

and the first return time of the process (Xs · l)s�0 to the level −R relative to the starting point, as well as its rounded
value,

J
def= inf

{
t � 0: (Xt − X0) · l � −R

}
, D

def= 
J �. (2.4)

2.2. The coupled measures

We need further notations. We let l be a fixed unit vector, and

Ux def= B6R(x + 5Rl), Bx def= BR(x + 9Rl). (2.5)
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We denote by λj the canonical coordinates on {0,1}N. Further, let Sm
def= σ {λ0, . . . , λm}, m ∈ N, denote the canonical

filtration on {0,1}N generated by (λm)m∈N and S def= σ {⋃m Sm} be the canonical σ -algebra. We also write for t � 0:

Zt
def= Ft ⊗ S
t�, Z def= F ⊗ S = σ

{⋃
m∈N

Zm

}
. (2.6)

We also consider the shift operators {θm: m ∈ N}, with θm : (C(R+,R
d) × {0,1}N,Z) → (C(R+,R

d) × {0,1}N,Z),
such that

θm(X·, λ·) = (Xm+·, λm+·). (2.7)

Then from Theorem 2.1 in Shen [28], one has the following measures, coupling the diffusion in random environment
with a sequence of Bernoulli variables:

Proposition 2.1. There exists p > 0, such that for every ω ∈ Ω and x ∈ R
d , there exists a probability measure P̂x,ω

on (C(R+,R
d) × {0,1}N,Z) depending measurably on ω and x, such that

(1) Under P̂x,ω , (Xt )t�0 is Px,ω-distributed, and the λm, m � 0, are i.i.d. Bernoulli variables with success probabil-
ity p.

(2) For m � 1, λm is independent of Fm ⊗ Sm−1 under P̂x,ω . Conditioned on Zm, X· ◦ θm has the same law as X·
under P̂

λm

Xm,ω , where for y ∈ R
d , λ ∈ {0,1}, P̂ λ

y,ω denotes the law P̂y,ω[ · |λ0 = λ].
(3) P̂ 1

x,ω almost surely, Xs ∈ Ux for s ∈ [0,1] (recall (2.5)).
(4) Under P̂ 1

x,ω , X1 is uniformly distributed on Bx (recall (2.5)).

We then introduce the new annealed measures on (Ω × C(R+,R
d) × {0,1}N,A⊗Z):

P̂x
def= P × P̂x,ω and Êx

def= E × Êx,ω. (2.8)

2.3. The regeneration times τk and the renewal structure

To define the first regeneration time τ1, we introduce a sequence of integer-valued (Zt )t�0-stopping times Nk ,
k � 1, such that, at these times, the Bernoulli variable takes the value one, and the process (Xt · l)t�0 in essence
reaches a new maximum. Proposition 2.1 now shows that for every environment ω ∈ Ω , conditionally on ZNk

the
position of the diffusion at time Nk+1 is uniformly distributed on the ball BXNk under P̂0,ω . We define τ1 as the first
Nk + 1 such that, after time Nk + 1, the process (Xt · l)t�0 never goes below the level XNk+1 · l − R. In essence,
the distance between the positions Xτ1−1 and Xτ1 is large enough to obtain, in view of finite range dependence,
independence of the parts of the trajectory (Xt − X0)t�τ1−1 and (Xτ1+t − Xτ1)t�0 under P̂0, so that the diffusion
regenerates at time τ1 under P̂0. We define the regeneration times τk , k � 2, in an iterative fashion, and we provide
the renewal structure in Theorem 2.2.

In fact, the precise definition of τ1 relies on several sequences of stopping times. First, for a > 0, introduce the
(Ft )t�0-stopping times Vk(a), k � 0 (recall M(t) in (2.3) and Tu in (2.2)):

V0(a)
def= TM(0)+a, Vk+1(a)

def= TM(
Vk(a)�)+R. (2.9)

In view of the Markov property, see point (2) of Proposition 2.1, we want the stopping times Nk(a), k � 1, to be

integer-valued. Therefore we introduce in an intermediate step the (integer-valued) stopping times Ñk(a) where the
process Xt · l essentially reaches a maximum:⎧⎪⎨⎪⎩

Ñ1(a)
def= inf

{⌈
Vk(a)

⌉
: k � 0, sup

s∈[Vk,
Vk�]
∣∣l · (Xs − XVk

)
∣∣ <

R

2

}
,

Ñ (a)
def= Ñ (3R) ◦ θ + Ñ (a), k � 1

(2.10)
k+1 1 Ñk(a) k
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(by convention we set Ñk+1 = ∞ if Ñk = ∞). In the spirit of the comment at the beginning of this subsection, we
define the (Zt )t�0-stopping time N1 as

N1(a)
def= inf

{
Ñk(a): k � 1, λÑk(a) = 1

}
, N1

def= N1(3R), (2.11)

as well as the (Zt )t�0-stopping times{
S1

def= N1 + 1,

R1
def= S1 + D ◦ θS1 .

(2.12)

The (Zt )t�0-stopping times Nk+1, Sk+1 and Rk+1 are defined in an iterative fashion for k � 1:⎧⎪⎨⎪⎩
Nk+1

def= Rk + N1(ak) ◦ θRk
with ak

def= M(Rk) − XRk
· l + R � R,

Sk+1
def= Nk+1 + 1,

Rk+1
def= Sk+1 + D ◦ θSk+1

(2.13)

(the shift θRk
is not applied to ak in the above definition).

It follows from the above definitions that P̂0-a.s., XSk
� XNk

· l+10R, k � 1. Notice that for all k � 1, the (Zt )t�0-
stopping times Nk , Sk and Rk are integer-valued, possibly equal to infinity, and we have 1 � N1 � S1 � R1 � N2 �
S2 � R2 � · · · � ∞.

The first regeneration time τ1 is defined, as in [36], by

τ1
def= inf

{
Sk: Sk < ∞, Rk = ∞}

� ∞. (2.14)

We define the sequence of random variables τk , k � 1, iteratively on the event {τ1 < ∞}, by viewing τk as a function
of (X·, λ·):

τk+1
(
(X·, λ·)

) def= τ1
(
(X·, λ·)

)+ τk

(
(Xτ1+· − Xτ1, λτ1+·)

)
, k � 1, (2.15)

and set by convention τk+1 = ∞ on {τk = ∞}. Observe that for each k � 1, τk is either infinite or a positive integer.
By convention, we set τ0 = 0. The random variables τk , k � 0, provide a renewal structure, see also Theorem 2.5 in
Shen [28], which will be crucial in the proof of Theorem 3.1.

Theorem 2.2 ((Renewal Structure)). Assume that P̂0-a.s., τ1 < ∞. Then under the measure P̂0, the random variables

Zk
def= (X(τk+·)∧(τk+1−1) − Xτk

; Xτk+1 − Xτk
; τk+1 − τk), k � 0, are independent. Furthermore, Zk , k � 1, under P̂0,

have the distribution of Z0 = (X·∧(τ1−1) − X0; Xτ1 − X0; τ1) under P̂0[ · |D = ∞].

The following proposition is also established in [28] (see Lemma 2.3 and Proposition 2.7 therein):

Proposition 2.3. P̂0-a.s. τ1 < ∞ if and only if P0-a.s. limt→∞ Xt · l = ∞. Furthermore P̂0-a.s. τ1 < ∞ implies
P0[D = ∞] > 0 (recall the definition of D in (2.4)).

3. Equivalent formulations of condition (T )γ

In this section, we provide an equivalent formulation of the condition (T )γ |l, cf. (1.10), in terms of a stretched
exponential estimate on the size of the trajectory Xt , 0 � t � τ1.

Theorem 3.1. Let l ∈ Sd−1,0 < γ � 1. The following two conditions are equivalent

(T )γ |l, (3.1)

P0-a.s. lim
t→∞Xt · l = ∞, and for some μ > 0, Ê0

[
exp

{
μ sup

0�t�τ1

|Xt |γ
}]

< ∞. (3.2)
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3.1. The proof of (3.1) ⇒ (3.2)

Let us first show that

P0-a.s. lim
t→∞Xt · l = ∞. (3.3)

We choose an orthonormal basis (fi)1�i�d of R
d with f1 = l. By definition of condition (T )γ |l, there are unit vectors

li,+, li,− in Rf1 + Rfi , 2 � i � d , such that:

li,± · f1 > 0, li,+ · fi > 0, li,− · fi < 0,

and, for l′ = l, li,+, li,−, 2 � i � d , b > 0,

lim sup
L→∞

L−γ logP0[XTU
l′,b,L

· l′ < 0] < 0. (3.4)

Consider the open set D def= {x ∈ R
d, |x · l| < 1, x · li,± > −1, 2 � i � d}. D is a bounded set, hence we can find

numbers ai,± > 0, 2 � i � d , such that

D ⊆ {
x ∈ R

d : x · li,± < ai,±, 2 � i � d
}
.

Since (T )γ holds relative to l and li,±, 2 � i � d , writing

P0
[
TLD < T l

L

]
� P0

[
T̃ l
−L < T l

L

]+
d∑

i=2

P0
[
T̃

li,+
−L < T

li,+
Lai,+

]+
d∑

i=2

P0
[
T̃

li,−
−L < T

li,−
Lai,−

]
,

we find by (3.4) that

lim sup
L→∞

L−γ logP0
[
TLD < T l

L

]
< 0. (3.5)

Since P0[T l
L = ∞] � P0[TLD < T l

L], and the left-hand side increases with L, (3.5) implies that

P0-a.s. lim sup
t→∞

Xt · l = ∞.

As a next step we observe that

lim sup
L→∞

L−γ logP0
[
T̃ l

L
2
◦ θT l

L
< T l

4L
3

◦ θT l
L

]
< 0. (3.6)

Indeed:

P0
[
T̃ l

L
2
◦ θT l

L
< T l

4L
3

◦ θT l
L

]
� P0

[
TLD < T l

L

]+ P0
[
T̃ l

L
2
◦ θT l

L
< T l

4L
3

◦ θT l
L
, TLD = T l

L

]
, (3.7)

and by (3.5) we only need to estimate the second term on the right-hand side of (3.7). We define

∂+D def= {
x ∈ ∂D: x · l = 1

}
,

and let (B1(xi))i∈I , xi ∈ ∂+LD, I a finite set with cardinality growing polynomially in L, be a cover of ∂+LD by unit
balls, see above (2.2) for the notation. It follows from the strong Markov property and the stationarity of the measure
P that

P0
[
T̃ l

L
2
◦ θT l

L
< T l

4L
3

◦ θT l
L
, TLD = T l

L

]
�

∑
i∈I

E
[
E0,ω

[
PX

T l
L

,ω

[
T̃ l

L
2

< T l
4L
3

]
,XT l

L
∈ B1(xi)

]]
�

∑
i∈I

E

[
sup

x∈B1(xi )

Px,ω

[
T̃ l

L
2

< T l
4L
3

]] =
∑
i∈I

E

[
sup

x∈B1(0)

Px,ω

[
T̃ l

−L
2

< T l
L
3

]]
. (3.8)

For large enough L, it follows from the strong Markov property that for all ω ∈ Ω ,

the function x �→ Px,ω

[
T̃ l

L < T l
L

]
is Lω-harmonic on B3(0), (3.9)
− 2 3
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see for instance [11] p. 364f. Harnack’s inequality (see [8] p. 250) states that there is a constant cH > 1 such that for
all Lω-harmonic functions u on B3(x), x ∈ R

d ,

sup
y∈B1(x)

u(y) � cH inf
y∈B1(x)

u(y), (3.10)

which shows that

E

[
sup

x∈B1(0)

Px,ω

[
T̃ l

−L
2

< T l
L
3

]]
� cH P0

[
T̃ l

−L
2

< T l
L
3

]
. (3.11)

Inserting (3.11) in (3.8), we see that (3.6) follows from (3.1). From an application of Borel–Cantelli’s lemma we
obtain that P0-a.s. for large integer L,

T l
4L
3

< T̃ l
L
2
◦ θT l

L
+ T l

L.

So on a set of full P0-measure we can construct an integer-valued sequence Lk ↗ ∞, with Lk+1 = � 4
3Lk� and

T l
Lk+1

< T̃ l
Lk
2

◦ θT l
Lk

+ T l
Lk

, k � 0. This shows (3.3).

We now show that for some μ > 0

Ê0

[
exp

{
μ sup

0�t�τ1

|Xt |γ
}]

< ∞. (3.12)

The proof is divided into several propositions. In a first step, we study the integrability properties of the random
variable (recall (2.4))

M
def= sup

{
(Xt − X0) · l: 0 � t � J

}
, (3.13)

i.e. M is the maximal relative displacement of X. in the direction l before it goes an amount of R below its starting
point. By virtue of Proposition 2.3 and (3.3), we know that P0[D = ∞] = P0[J = ∞] > 0 (recall (2.4)). Hence we
cannot expect M to be finite. Nevertheless we have the following proposition:

Proposition 3.2. There is μ1 > 0 such that

E0
[
exp

{
μ1M

γ
}
, J < ∞]

� 1 − P0[J = ∞]
2

.

Proof. Let Lk = ( 4
3 )k . By our previous result (3.6), we see that there is μ > 0 such that for large integers k:

P0[Lk � M < Lk+1, J < ∞] � P0
[
T̃ l

Lk/2 ◦ θT l
Lk

< T l
4Lk/3 ◦ θT l

Lk

]
� exp

{−μL
γ

k

}
. (3.14)

Let k0 be large enough such that
∑

k�k0
exp{−μ

2 L
γ

k } � P0[J=∞]
4 . Further, let μ1 > 0 such that 0 < ( 4

3 )γ μ1 <
μ
2 . Then

(3.14) shows that for k0 large enough,

E0
[
exp

{
μ1M

γ
}
, J < ∞]

� exp
{
μ1L

γ

k0

}
P0[J < ∞] +

∑
k�k0

exp
{
μ1L

γ

k+1

}
P0[Lk � M < Lk+1, J < ∞]

� exp
{
μ1L

γ

k0

}(
1 − P0[J = ∞])+

∑
k�k0

exp

{
−μ

2
L

γ

k

}

� exp
{
μ1L

γ

k0

}(
1 − P0[J = ∞])+ P0[J = ∞]

4
� 1 − P0[J = ∞]

2
,

provided μ1 > 0 is chosen small enough in the last inequality. �
As a next step, we shall prove the integrability of exp {μ (Xτ1 · l)γ } under the extended annealed measure P̂0. Recall

the (Zt )t�0-stopping times (Vk(a))k�0, (Ñk(a))k�0 and N1(a) defined in Subsection 2.3. As we will see in the proof
of Proposition 3.4, exp {μ ((XN1(a) − X0) · l)γ } will play a key role in studying the integrability of exp{μ (Xτ1 · l)γ }
under P̂0. Let us therefore start with the following proposition, which only assumes that, P0-a.s., limt→∞ Xt · l = ∞,
which we have established in (3.3).
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Proposition 3.3. Assume that limt→∞ Xt · l = ∞ P0-a.s. Then, for each μ2 > 0 there is μ3 > 0, such that for P-a.e.
ω ∈ Ω :

sup
x,a�R

Êx,ω

[
exp

{
μ3

((
(XN1(a) − X0) · l)γ − aγ

)}]
� 1 + μ2. (3.15)

Proof. Define Al
def= {limt→∞ Xt · l = ∞}. Observe that

for P-a.e. ω and for every x ∈ R
d, Px,ω[Al] = 1. (3.16)

Indeed, by the stationarity of the measure P, Py[Al] = 1 for all y ∈ R
d . Hence

∫
dy Py[Ac

l ] = 0, and by applying
Fubini’s Theorem it follows that there is a P-null set Γ ⊂ Ω , such that for all ω /∈ Γ and y outside a Lebesgue null
set N (ω) ⊂ R

d , Py,ω[Ac
l ] = 0. Observe that for all x ∈ R

d , and ω ∈ Ω , Px,ω[Al] = Px,ω[Al ◦ θ1]. It follows from the
Markov property that for all x ∈ R

d , and ω /∈ Γ , Px,ω[Al ◦ θ1] =
∫

Rd Py,ω[Al]pω(1, x, y)dy = 1, where pω(s, x, y) is
the transition density function under Px,ω (that is, for every open subset U of R

d , Px,ω[Xs ∈ U ] = ∫
U

pω(s, x, y)dy).
The claim (3.16) now follows. When Px,ω[Al] = 1, Proposition 4.8 in Shen [28] shows that (3.15) holds for all ω ∈ Ω ,
when γ = 1. By the same proof as given there, Proposition 3.3 follows from (3.16) when γ = 1. When 0 < γ < 1,
using βγ − αγ � β − α for β � 1 ∨ α, and (3.15) with γ = 1, we find μ3 ∈ (0,1) such that

sup
x,a�R

Êx,ω

[
exp

{
μ3

((
(XN1(a) − X0) · l)γ − aγ

)}]
� sup

x,a�R

Êx,ω

[
exp

{
μ3

((
(XN1(a) − X0) · l)γ − aγ

)}
, (XN1(a) − X0) · l � 1 ∨ a

]+ e � 4.

By Jensen’s inequality, if n � 1 is large enough, we find

sup
x,a�R

Êx,ω

[
exp

{
μ3

n

((
(XN1(a) − X0) · l)γ − aγ

)}]
� 41/n � 1 + μ2,

which shows (3.15). �
Proposition 3.4. There exists μ4 > 0 such that

Ê0
[
exp

{
μ4(Xτ1 · l)γ }] < ∞. (3.17)

Proof. Using that, P̂0-a.s., XSk
· l � XNk

· l + 10R, k � 1 (see the remark following (2.13)) we observe that

Ê0
[
exp

{
μ4(Xτ1 · l)γ }] =

∑
k�1

Ê0
[
exp

{
μ4(XSk

· l)γ }, Sk < ∞,D ◦ θSk
= ∞]

� exp
(
μ4(10R)γ

)∑
k�1

Ê0
[
exp

{
μ4(XNk

· l)γ },Nk < ∞] def= exp
(
μ4(10R)γ

)∑
k�1

hk. (3.18)

Observe that, for k � 1, see (2.13),

l · XNk+1 = l · XRk
+ l · (XN1(ak) − X0) ◦ θRk

,

with ak = M(Rk) − l · XRk
+ R ∈ ZRk

(in fact for any m � 1, ak · 1{Rk=m} is Fm ⊗ Sm−1-measurable, and λm

is independent of Fm ⊗ Sm−1). We recall that the shift θRk
is not applied to ak . Therefore, by the strong Markov

property, cf. Proposition 2.1, and, by applying Proposition 3.3 (notice that ak � R, k � 1, see (2.13)), we see that for
all μ2 > 0, there is μ4 ∈ (0,μ3) such that:

hk+1 � E
[
Ê0,ω

[
exp

{
μ4(l · XRk

)γ
}
,Rk < ∞, ÊXRk

,ω

[
exp

{
μ4

(
l · (XN1(ak) − X0)

)γ }]]]
� E

[
Ê0,ω

[
exp

{
μ4(l · XRk

)γ
}
,Rk < ∞, (1 + μ2)e

μ4a
γ
k
]]

. (3.19)

Observe that with M from (3.13) and Z1 as in Lemma A.1 of Appendix A, the following inequalities hold, when Rk

is finite:
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l · XRk
= l · XSk

+ (
l · (XD − X0)

)︸ ︷︷ ︸
�Z1◦θJ

◦ θSk
,

ak � Z1 ◦ θJ ◦ θSk
+ M ◦ θSk

+ 2R.

Insert them into the last term of (3.19), apply the strong Markov property at time Sk , cf. Proposition 2.1 (we use the
same argument as above, that for m � 1, exp{μ4(l ·XSk

)γ } ·1{Sk=m} is Fm ⊗Sm−1-measurable, and λm is independent
of Fm ⊗ Sm−1), then use the strong Markov property for the process (Xt )t�0 at time J on the event it is finite, and
obtain (observe that M is FJ -measurable)

hk+1 � eμ4(2R)γ
E
[
Ê0,ω

[
eμ4(l·XSk

)γ , Sk < ∞, (1 + μ2)ÊXSk
,ω

[
exp

{
μ4

(
2Z

γ

1 ◦ θJ + Mγ
)}

, J < ∞]]]
� eμ4(2R)γ

E
[
Ê0,ω

[
eμ4(l·XSk

)γ , Sk < ∞, (1 + μ2)EXSk
,ω

[
eμ4M

γ

EXJ ,ω

[
e2μ4Z

γ

1
]
, J < ∞]]]

.

From Lemma A.1 of Appendix A, we know that, for μ4 ∈ (0, δ/2), supx,ω Ex,ω[e2μ4Z
γ
1 ] � 1 + μ2. Further we use

that, P̂0-a.s., (XSk
− XNk

) · l � 10R, k � 1, and, that, after an application of the strong Markov property to the
stopping time Nk , conditionally on ZNk

, X1 is uniformly distributed on BXNk under P̂ 1
XNk

,ω, see Proposition 2.1. Let

μ5 = exp{μ4((2R)γ + (10R)γ )}(1 + μ2)
2, then we obtain that the last expression is smaller than

μ5E
[
Ê0,ω

[
eμ4(l·XNk

)γ ,Nk < ∞,EXSk
,ω

[
eμ4M

γ

,J < ∞]]]
= μ5E

[
Ê0,ω

[
eμ4(l·XNk

)γ ,Nk < ∞, Ê1
XNk

,ω

[
EX1,ω

[
eμ4M

γ

,J < ∞]]]]
= μ5

1

|BR|
∫

dy E
[
Ê0,ω

[
eμ4(l·XNk

)γ ,Nk < ∞, y ∈ BXNk

]
Ey,ω

[
eμ4M

γ

,J < ∞]]
.

Since Ê0,ω[exp {μ4(XNk
· l)γ },Nk < ∞, y ∈ BXNk ] is H{x·l�y·l−4R}-measurable (see point (3) in the addendum [29]

to Shen [28]) and Ey,ω[exp {μ4 Mγ }, J < ∞] is H{x·l�y·l−R}-measurable, as a result of finite range dependence,
see (1.6), the above random variables are P-independent. Hence, using the stationarity of the measure P and Proposi-
tion 3.2, we obtain that

hk+1 � μ5Ê0
[
eμ4(l·XNk

)γ ,Nk < ∞] · E0
[
eμ4M

γ

,J < ∞]
� μ5

(
1 − P0[J = ∞]

2

)
Ê0

[
eμ4(l·XNk

)γ ,Nk < ∞]
� (1 − α)Ê0

[
eμ4(l·XNk

)γ ,Nk < ∞]
,

for some α > 0, provided μ2 > 0 and μ4 ∈ (0,μ1 ∧ μ3 ∧ δ/2) are small enough such that

μ5

(
1 − P0[J = ∞]

2

)
= eμ4((2R)γ +(10R)γ )(1 + μ2)

2
(

1 − P0[J = ∞]
2

)
� 1 − α.

It follows by induction that

hk+1 � (1 − α)kÊ0
[
eμ4(l·XN1 )γ ,N1 < ∞]

so that, by (3.18), and by virtue of Proposition 3.3,

Ê0
[
eμ4(Xτ1 ·l)γ ] � eμ4(10R)γ Ê0

[
eμ4(l·XN1 )γ ,N1 < ∞]∑

k�0

(1 − α)k < ∞,

which is our claim (3.17). �
The assertion (3.12) now readily follows. Choose r > 0 such that 
D ⊂ Br(0), and let L̃

def= L1/γ

r
. Hence L̃
D ⊂

B
rL̃

(0), and by definition of the random variable τ1 in (2.14),

P̂0

[
sup

0�t�τ1

|Xt |γ � L
]

� P̂0[TL̃D < τ1] � P0
[
T

L̃D < T l

L̃

]+ P̂0
[
T

L̃D = T l

L̃
, T

L̃D < τ1
]

� P0
[
T ˜ < T l

]+ P̂0[Xτ · l � L̃ − 3R]. (3.20)

LD L̃ 1
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Applying (3.5) to the first term on the right-hand side of (3.20), and applying Chebychev’s inequality and Proposi-
tion 3.4 to the second term on the right-hand side, we find

lim sup
L→∞

L−1 log P̂0

[
sup

0�t�τ1

|Xt |γ � L
]

< 0. (3.21)

Thus, for some μ > 0 small enough,

Ê0

[
exp

{
μ sup

0�t�τ1

|Xt |γ
}]

= 1 + μ

∞∫
0

exp{μL}P̂0

[
sup

0�t�τ1

|Xt |γ � L
]

dL < ∞,

and (3.12) follows from (3.21).

3.2. The proof of (3.2) ⇒ (3.1)

By Proposition 2.3, we know that limt→∞ Xt · l = ∞ P0-a.s. implies τ1 < ∞ P̂0-a.s., and hence Theorem 2.2 holds.
To verify condition (T )γ |l, we first show that the diffusion has an asymptotic direction v̂ under P̂0, with v̂ · l > 0, see
Proposition 3.5. The claim (3.1) is implied by Lemma 3.7, which is immediate for d = 1, and which follows from a
control on the oscillations of the diffusion orthogonal to v̂ under P̂0, see Proposition 3.6, when d � 2.

Proposition 3.5. Assume (3.2). It holds that

P0-a.s.,
Xt

|Xt | −→
t→∞ v̂

def= Ê0[Xτ1 |D = ∞]
|Ê0[Xτ1 |D = ∞]| and v̂ · l > 0. (3.22)

Proof. By definition of τ1, Xτ1 · l > 0 P̂0-a.s., so v̂ is well defined and v̂ · l > 0. By assumption, Ê0[Xτ1 |D = ∞] < ∞.
The strong law of large numbers applied to the i.i.d. random variables Xτk+1 − Xτk

, k � 1 (cf. Theorem 2.2) yields

1

k
Xτk

−→
k→∞ Ê0[Xτ1 |D = ∞] P̂0-a.s. (3.23)

For t > 0, define k(t) via

τk(t) � t < τk(t)+1, (3.24)

i.e. k(t) is the number of regenerations up to time t . Clearly P̂0-a.s. k(t) −→
t→∞∞. Write, for k(t) � 1,

Xt

k(t)
= Xτk(t)

k(t)
+ 1

k(t)
(Xt − Xτk(t)

). (3.25)

The modulus of the second term on the right-hand side can be bounded by

sup
s�0

1

k(t)
|X(τk(t)+s)∧τk(t)+1 − Xτk(t)

|. (3.26)

Since λτk−1 = 1, k � 1, it follows from Proposition 2.1 that, P̂0-a.s., Xu ∈ UXτk−1 for all u ∈ [τk − 1, τk], and we thus
find that P̂0-a.s.,

1

k
|X(τk+s)∧τk+1 − Xτk

| � 1

k
|X(τk+s)∧(τk+1−1) − Xτk

| + 12R

k
. (3.27)

For k � 0, let Yk
def= sups�0 |X(τk+s)∧(τk+1−1) − Xτk

|. From Theorem 2.2, we know that the random variables Yk ,
k � 1, are i.i.d. random variables under P̂0 and are distributed under P̂0 as Y0 under P̂0[·|D = ∞]. Hence, applying
Chebychev’s inequality and Theorem 2.2, we find by virtue of (3.2) that there is μ > 0 and α < ∞ such that for k � 1,
ε > 0,

P̂0

[ |Yk|
k

> ε

]
� exp

{−μ(kε)γ
}
Ê0

[
exp

{
μ|Yk|γ

}]
= exp

{−μ(kε)γ
}
Ê0

[
exp

{
μ sup |Xs∧(τ1−1)|γ

}∣∣∣D = ∞
]

� α exp
{−μ(kε)γ

}
.

s�0
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Applying Borel–Cantelli’s lemma, we see that, P̂0-a.s., 1
k
|Yk| −→

k→∞ 0, and hence, P̂0-a.s., 1
k(t)

|Yk(t)| −→
t→∞ 0. The claim

(3.22) now follows from (3.23), (3.25) and from (3.27). �
Denote by Π( · ) the orthogonal projection on the orthogonal complement of v̂:

Π(w)
def= w − (w · v̂)v̂, (3.28)

and let Ll
u

def= sup{t � 0: Xt · l � u} be the time of last visit of the half space {x · l � u} by X·. The next proposition
gives a control on the oscillations of the process orthogonal to v̂, when d � 2.

Proposition 3.6 ((d � 2)). Assume (3.2). For ρ ∈ ( 1
2 ,1] and α > 0,

lim sup
u→∞

u−(2ρ−1)∧γρ logP0

[
sup

0�t�Ll
u

∣∣Π(Xt)
∣∣ > αuρ

]
< 0. (3.29)

Proof. Without loss of generality, we can replace |Π(Xt)| by Xt · w, where w ∈ R
d is such that w · v̂ = 0. Recall the

definition of k(t) in (3.24). Notice that P̂0-a.s., for k � 1, (Xτk
−Xτk−1) · l � 21R/2. Indeed, by Theorem 2.2, it suffices

to prove the statement for k = 1. Recall that τ0 = 0, and observe that (XVk(3R) −X0) · l � 3R, all k � 0, and hence we
find (XÑ1(3R) − X0) · l � 5R/2. Consequently, since XÑk(3R) · l � XÑ1(3R) · l, we obtain (XN1(3R) − X0) · l � 5R/2,
and since λN1(3R) = 1, we find from Proposition 2.1, as well as from the definition of τ1 and the stopping times Sk ,
k � 1, that (Xτ1 −X0) · l � (XS1 −X0) · l � (XN1(3R) −X0) · l+8R � 21R/2. Since, for 0 � t � Ll

u, Xτk(t)
· l < u+R,

it follows that k(t) � u+R
21R/2 � u

R
, u large enough. Let X∗ def= supt�τ1

|Xt − X0|. For t � 0 it holds P̂0-a.s. that

Xt · w = Xτk(t)
· w + (Xt − Xτk(t)

) · w � Xτk(t)
· w + X∗ ◦ θτk(t)

.

It follows that

P̂0

[
sup

0�t�Lu

Xt · w > αuρ
]

�
∑

0�k�u/R

P̂0
[
Xτk

· w + X∗ ◦ θτk
> αuρ

]
�

∑
0�k�u/R

P̂0

[
X∗ ◦ θτk

>
α

3
uρ

]
+

∑
1�k�u/R

P̂0

[
Xτ1 · w >

α

3
uρ

]

+
∑

1�k�u/R

P̂0

[
(Xτk

− Xτ1) · w >
α

3
uρ

]
. (3.30)

We apply Theorem 2.2 to the first term of the last line of (3.30) (we use the same decomposition of the path as in
(3.27)), then with Chebychev’s inequality and (3.2) applied to both the first and the second term, we find that there is
λ > 0, such that for large u (3.30) is smaller than

exp

{
−λ

(
α

3
uρ

)γ}
+

∑
1�k�u/R

P̂0

[
(Xτk

− Xτ1) · w >
α

3
uρ

]
. (3.31)

If γ ∈ (0,1), the claim (3.29) follows from Theorem 2.2 and from Theorem A.1. in the Appendix of Sznitman [33].
If γ = 1, then, as above, we first apply Chebychev’s inequality and then Theorem 2.2 to (3.31) and obtain that it is
smaller than

exp

{
−λ

α

3
uρ

}(
1 +

∑
1�k� u

R

Ê0
[
exp{λXτ1 · w}|D = ∞]k−1

)
� exp

{
−λ

α

3
uρ

}(
1 + u

R
exp

{
u

R
H(λ)

})
,

provided, we define, for |λ| small,

H(λ)
def= log Ê0

[
exp{λXτ1 · w}|D = ∞]

.

H(·) is a convex function, and, since Ê0[Xτ1 · w|D = ∞] = 0, we see that H(0) = 0, H ′(0) = 0, H(·) � 0 for λ � 0,
and H(λ) = O(λ2), as λ → 0. If ρ = 1, choose λ > 0 small enough such that H(λ) < λα

3 R, and (3.29) holds. In the
case ρ ∈ ( 1 ,1), we instead choose for a sufficiently small ν > 0, λ = νuρ−1, and conclude in a similar fashion. �
2
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Let R̂(·) be a rotation of R
d such that R̂(e1) = v̂. For ε > 0, consider the cylinder in R

d :

Cε,u def= R̂

((
−εu,

u

ε

)
× Bd−1

εu/2(0)

)
, (3.32)

where, for r > 0, Bd−1
r (0) stands for the (d − 1)-dimensional Euclidean ball with radius r and center 0. (Cε,u is

understood as R̂(−εu, u
ε
) when d = 1.)

The next step is

Lemma 3.7. Assume (3.2). For ε > 0,

lim sup
u→∞

u−γ logP0
[
TCε,u < T v̂

u/ε

]
< 0. (3.33)

Proof. Let us first handle the case d = 1. From Chebychev’s inequality and (3.2), for large u, we find α > 0 such that

P0
[
T̃ v̂−uε < T v̂

u/ε

]
� P0

[
T̃ v̂−uε < ∞]

� P̂0

[
sup

0�t�τ1

|Xt | � εu
]

� exp
{−αuγ

}
,

and (3.33) follows. When d � 2, write

P0
[
TCε,u < T v̂

u/ε

]
� P0

[
T̃ v̂−uε < T v̂

u/ε, sup
{∣∣Π(Xt)

∣∣: t � T̃ v̂−uε

}
� ε

2
l · v̂u

]
+ P0

[
T̃ v̂−uε < T v̂

u/ε,
ε

2
l · v̂u < sup

{∣∣Π(Xt)
∣∣: t � T̃ v̂−uε

}
� ε

2
u

]
+ P0

[
TCε,u < T̃ v̂−uε ∧ T v̂

u/ε

]
. (3.34)

Let us first estimate the probability of the leftmost event on the right-hand side of (3.34). Observe that on this event,

X
T̃ v̂−εu

· l = X
T̃ v̂−εu

· v̂v̂ · l + Π(X
T̃ v̂−εu

) · l � −ε

2
uv̂ · l.

Hence, with the help of (3.2), for large u, we find α > 0 such that the probability of this event is smaller than

P0
[
T̃ l
− ε

2 l·v̂ u
< ∞]

� P̂0
[
τ1 > T̃ l

− ε
2 l·v̂ u

]
� P̂0

[
sup

0�t�τ1

|Xt | � ε

2
l · v̂ u

]
� exp

{−αuγ
}
.

To bound the rightmost term of (3.34), notice that{
TCε,u < T̃ v̂−uε ∧ T v̂

u/ε

} ⊆
{

sup
0�t�Ll

(ε/2+1/ε)u

∣∣Π(Xt)
∣∣ � εu

2

}
,

and then apply Proposition 3.6 with ρ = 1. The bound for the middle term of (3.34) equally follows from a direct
application of Proposition 3.6 with ρ = 1. �

Now (3.1) easily follows. Indeed, choose ε > 0 such that ε < 2b ∧ v̂·l
2 . The last estimate also holds for unit vectors

l′ in a neighborhood of l, and, with the notation ∂+Cε,L = {x ∈ ∂ Cε,L: x · v̂ = L/ε} for the “top part” of the boundary
of the cylinder and similarly ∂−Cε,L = {x ∈ ∂ Cε,L: x · v̂ = −εL} for the “bottom part” of the boundary, it follows
that ∂+Cε,L is contained in the complement of Ul′,b,L, whereas ∂−Cε,L lies inside Ul′,b,L. As a result, we find that
for unit vectors l′ as above,

lim sup
L→∞

L−γ logP0[XTU
l′,b,L

· l′ < 0] � lim sup
L→∞

L−γ logP0
[
TCε,L < T v̂

L/ε

]
< 0, (3.35)

which is our claim (3.1).

Remark 3.8. In the same way as in (3.35), we see that,

if (T )γ |l0 holds for some l0 ∈ Sd−1, then (T )γ |l holds iff l · v̂ > 0. (3.36)
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4. Tail estimates on the first renewal time τ1

The ballistic law of large numbers and the central limit theorem established in Shen [28] (see (1.16) and (1.17))
respectively follow from P0-a.s. limt→∞ Xt · l = ∞, Ê0[τ1] < ∞ and from P0-a.s. limt→∞ Xt · l = ∞, Ê0[τ 2

1 ] < ∞.
In this section, we are going to derive tail estimates on τ1 under the assumption of condition (T ′). These will ensure
the finiteness of every moment of τ1 when d � 2, see (4.35). The arguments in this section closely follow Section 3
in Sznitman [32].

For a bounded domain U , and f a bounded measurable function on U , introduce the semigroup corresponding to
the diffusion killed when exiting U , see (2.1) for notations,

RU
t,ωf (x)

def= Ex,ω

[
f (Xt ), TU > t

]
, (4.1)

and a threshold time related to the decay of the semigroup,

tω(U)
def= inf

{
t � 0: ‖RU

t,ω‖∞,∞ � 1

2

}
= inf

{
t � 0: sup

x∈U

Px,ω[TU > t] � 1

2

}
. (4.2)

Consider further the successive returns of X· to B1(x) and departures from B2(x),

Rx
1

def= inf
{
s � 0: Xs ∈ B1(x)

}
, Dx

1
def= inf

{
s � Rx

1 : Xs /∈ B2(x)
}
, (4.3)

and inductively, for n � 0,

Rx
n+1

def= Dx
n + Rx

1 ◦ θDx
n
, Dx

n+1
def= Rx

n+1 + Dx
1 ◦ θRx

n+1
. (4.4)

Lemma 4.1. There is a constant c such that for all bounded domains U and ω ∈ Ω , one can find x0 in 1√
d
Z

d within

distance 1 of U such that

inf
z∈∂B2(x0)

Pz,ω

[
R

x0
1 > TU

]
� c diam(U)d

tω(U)
. (4.5)

Proof. Cover U by unit balls centered in 1√
d
Z

d , and let (yi)
N
i=1, N � c diam(U)d , be an enumeration of the centers

of these balls. Choose δ � tω(U)/2, then, by definition of tω(U), we can find an x1 in U such that Px1,ω[TU >

tω(U) − δ] > 1
2 . Hence 1

4 tω(U) � 1
2 (tω(U) − δ) � Ex1,ω[TU ]. Applying the strong Markov property to the stopping

times R
yi

j and using the fact that supω∈Ω supi, x∈
B1(yi )
Ex,ω[TB2(yi )] < ∞, see for instance [11] p. 365, yields

1

4
tω(U) � Ex1,ω[TU ] �

N∑
i=1

Ex1,ω

[ TU∫
0

1B1(yi )(Xs)ds

]

�
N∑

i=1

∞∑
j=1

Ex1,ω

[
R

yi

j < TU ,EX
R

yi
j

,ω

[ D1∫
0

1B1(yi )(Xs)ds

]]

� c

N∑
i=1

∞∑
j=1

Px1,ω

[
R

yi

j < TU

]
. (4.6)

For j � 2, successive applications of the strong Markov property show that

Px1,ω

[
R

yi

j < TU

] = Ex1,ω

[
R

yi

j−1 < TU,PX
D

yi
j−1

,ω

[
R

yi

1 < TU

]]
� sup

z∈∂B2(yi )

Pz,ω

[
R

yi

1 < TU

]
Px1,ω

[
R

yi

j−1 < TU

]
�

(
sup Pz,ω

[
R

yi

1 < TU

])j−1
Px1,ω

[
R

yi

1 < TU

]
.

z∈∂B2(yi )
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Using the last estimate, we see that the last expression in (4.6) is smaller than

c

N∑
i=1

Px1,ω[Ryi

1 < TU ]
infz∈∂B2(yi ) Pz,ω[Ryi

1 > TU ] � c diam(U)d

inf1�i�N infz∈∂B2(yi ) Pz,ω[Ryi

1 > TU ] .

The claim (4.5) now follows. �
For β ∈ (0,1] and L > 0, we denote by Uβ,L the set

Uβ,L
def= {

x ∈ R
d : x · l ∈ (−Lβ,L

)}
.

The next proposition shows that the control of the tail of the variable τ1 can be obtained from the derivation of
large-deviation-type estimates on the exit distribution of the diffusion out of Uβ,L.

Proposition 4.2. Let d � 2, and assume that (T ′) holds with respect to l ∈ Sd−1. If β ∈ (0,1) is such that for any
α > 0,

lim sup
L→∞

L−1 log P
[
P0,ω[XTUβ,L

· l > 0] � exp
{−αLβ

}]
< 0, (4.7)

then

lim sup
u→∞

(logu)−ζ log P̂0[τ1 > u] < 0 (4.8)

for any ζ < 1
β

(when (T ) holds, one can choose ζ = 1
β

).

Proof. Let R be a rotation of R
d such that R(e1) = l. For L > 0 write

CL = R

((
−L

2
,
L

2

)d)
and Vx = x + R

(
(−1,3) × (−1,1)d−1).

From the Support Theorem, see [2] p. 25, we know that there is a constant κ > 0 such that for all x ∈ R
d and all

ω ∈ Ω

inf
z∈B1/2(x)

Pz,ω

[
X1 ∈ B1/2(x + 2l), TVx > 1

]
� κ > 0. (4.9)

For u > 1, denote Δ(u)
def= � logu

6 log(1/κ)
� and L(u)

def= Δ(u)1/β . Let β ∈ (0,1) and ζ < 1
β

. Write

P̂0[τ1 > u] � P̂0[τ1 > u,TCL(u)
� τ1] + P0[TCL(u)

> u]
� P̂0

[
sup

0�t�τ1

|Xt | � L(u)/2
]
+ P0[TCL(u)

> u]. (4.10)

Using Chebychev’s inequality and condition (T )γ |l, γ close to 1 such that γ
β

� ζ , we find that

lim sup
u→∞

(logu)−ζ log P̂0

[
sup

0�t�τ1

|Xt | � L(u)/2
]

< 0. (4.11)

Hence, by means of (4.10), it suffices to show that

lim sup
u→∞

(logu)−1/β logP0[TCL(u)
> u] < 0. (4.12)

Recall the definition of tω(U) in (4.2), and denote by T the event

T def=
{
ω ∈ Ω: tω(CL(u)) >

u

(logu)1/β

}
. (4.13)

It follows from the Markov property and from Lemma 4.1 that for large u
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P0[TCL(u)
> u]

� E
[
T c,P0,ω[TCL(u)

> u]]+ P[T ]

�
(

1

2

)�(logu)1/β�
+ P

[
∃x2 ∈ CL(u) ∩ 1√

d
Z

d; inf
z∈∂B2(x2)

Pz,ω

[
R

x2
1 > TCL(u)

]
� cL(u)d(logu)1/β

u

]
. (4.14)

(Notice that, if x2 would not belong to CL(u), then we would find from the Support Theorem, see [2] p. 25, that for
every z ∈ ∂B2(x2), Pz,ω[Rx2

1 > TCL(u)
] � c > 0, which contradicts the rightmost event in the last line for large u.)

Choose x = x2 + 2Δ(u)l. By the strong Markov property, we see that

inf
z∈∂B2(x2)

Pz,ω

[
R

x2
1 > TCL(u)

]
� inf

z∈∂B2(x2)
Pz,ω

[
R

x2
1 > Rx

1

]
inf

z∈∂B1(x)
Pz,ω

[
R

x2
1 > TCL(u)

]
. (4.15)

Let y ∈ ∂B2(x2). One way to hit B1(x) before returning to B1(x2) when starting at y is the following: we hit B1/2(x2 +
2l) before hitting B1(x2) which happens with probability at least κ̃ , where κ̃ is a positive constant, see the Support
Theorem p. 25 in [2]. Then we hit B1/2(x2 + 4l) without exiting Vx2+2l which occurs with probability at least κ ,
see (4.9). Then continue hitting B1/2(x2 + 2(k + 1)l) without exiting Vx2+2kl , 1 � k � Δ(u) − 1, until landing in
B1(x). Hence

inf
z∈∂B2(x2)

Pz,ω

[
R

x2
1 > Rx

1

]
� κ̃κΔ(u)−1 � κ̃u−1/6. (4.16)

Together with (4.15), this shows that for large u, on the event T , see (4.14),

inf
z∈∂B1(x)

Pz,ω

[
R

x2
1 > TCL(u)

]
� 1

κ̃
u1/6 inf

z∈∂B2(x2)
Pz,ω

[
R

x2
1 > TCL(u)

]
� u−1/2. (4.17)

In particular, by a similar argument as given below (4.14), we see that, for large u, B3(x) ⊂ CL(u). By the same
argument as in (3.9), it follows that, for large u, P·,ω[Rx2

1 > TCL(u)
] is Lω-harmonic on B3(x), and (3.10) shows that

Px,ω

[
R

x2
1 > TCL(u)

]
� cH inf

z∈∂B1(x)
Pz,ω

[
R

x2
1 > TCL(u)

]
. (4.18)

It follows from (4.17) and (4.18) that for large u,

Px,ω[XTx+Uβ,L(u)
· l > x · l] � Px,ω

[
R

x2
1 > TCL(u)

]
� cH u−1/2 � exp

(−cL(u)β
)
.

Using translation invariance and (4.14), we find

P0[TCL(u)
> u] �

(
1

2

)�(logu)1/β�
+ cL(u)dP

[
P0,ω[XTUβ,L(u)

· l > 0] � exp
(−cL(u)β

)]
,

and (4.12) follows from (4.7). This proves (4.8). �
We shall now derive upper bounds like (4.7) under the assumption of condition (T ′). By means of Proposition 4.2, we
then obtain tail estimates on the first renewal time τ1. We first need some notation. For β > 0 and L > 0, consider the
lattice

Lβ,L = LZ × (
(2d + 1)Lβ + 2R

)
Z

d−1,

and, for w ∈ R
d , we introduce the blocks

B1,β,L(w) = R̂
(
w + [0,L] × [

0,Lβ
]d−1)

,

B2,β,L(w) = R̂
(
w + (−dLβ,L

]× (−dLβ, (d + 1)Lβ
)d−1)

, (4.19)

where R̂ is a rotation of R
d such that R̂(e1) = v̂, and v̂ is the asymptotic direction of the annealed diffusion (that exists

under (T ′), see Proposition 3.5). We shall also consider the following subset of the boundary of B2,β,L(w), which is
a subset of the ‘top part’ of the box,

∂+B2,β,L(w) = ∂B2,β,L(w) ∩ ∂B1,β,L(w), w ∈ R
d,
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as well as the random variables

Xβ,L(w) = − log inf
x∈B1,β,L(w)

Px,ω

[
XTB2,β,L(w)

∈ ∂+B2,β,L(w)
]
. (4.20)

To obtain an upper bound like (4.7) under (T ′), it is instrumental to produce a control on the tail of the random variable
Xβ,L(w) for some β ∈ (0,1) under (T ′). Indeed, we devise an escape route for the diffusion through the “right” side
of Uβ,L by piling up in the direction v̂ a finite number of boxes of type B2,β,L. An atypical behavior of the exit
distribution out of the slab Uβ,L under P0,ω as in (4.7) implies an atypical size for at least one of the Xβ,L(w) in one
of the piled up boxes. Hence, to produce an upper bound like (4.7), it suffices to show that, for large L, the probability
that Xβ,L(w) is bigger than const Lβ decays exponentially with L for some β ∈ (0,1).

We prove in fact a stronger statement. Namely, we show that the above probability decays exponentially with Lζ ,
where ζ < f (β) = d(2β − 1), with β restricted to the interval (1/2,1), so that for suitable values of β close to one,
ζ can be chosen larger than one, since d � 2. By means of a renormalization-type argument, see Lemma 4.3, we
reduce this task to showing a substantially weaker estimate. Indeed, it now suffices to prove for some β0 slightly
larger than 1/2 that the probability that Xβ0,L(w) is bigger than const Lβ decays exponentially with Lf0(β), where
f0(β) = β + β0 − 1, and β ∈ (β0,1). This “seed-estimate” is then provided in Lemma 4.4 under the assumption of
condition (T ′).

We begin with the renormalisation step. Surprisingly enough, we do not need to assume condition (T ′), in which
case the rotation R̂ in (4.19) is an arbitrary rotation of R

d .

Lemma 4.3 ((Renormalisation step, d � 2)). Assume that β0 ∈ (0,1) and f0 is a positive function defined on [β0,1),
such that

f0(β) � f0(β0) + β − β0, β ∈ [β0,1)

and, for β ∈ [β0,1), ζ < f0(β),

lim
β ′↑β

lim sup
L→∞

L−ζ sup
w∈Rd

log P
[
Xβ0,L(w) � Lβ ′]

< 0. (4.21)

Denote by f (·) the linear interpolation on [β0,1] of the value f0(β0) at β0 and the value d at 1. Then, for β ∈ [β0,1)

and ζ < f (β),

lim
β ′↑β

lim sup
L→∞

L−ζ sup
w∈Rd

log P
[
Xβ,L(w) � Lβ ′]

< 0. (4.22)

Proof. We only give a sketch of the proof, since it is similar to the proof of Lemma 3.2 in [32]. For χ ∈ (0,1) defined

via β
def= χβ0 + 1 − χ , we consider the set

Col
def=

{
z ∈ Lβ0,L

χ , z · e1 = 0, z · ei ∈
[

1

4
Lβ,

3

4
Lβ

]
, 2 � i � d

}
. (4.23)

For w ∈ R
d , attach at every w + z, z ∈ Col, a “column of boxes” B1,β0,L

χ (·), made by piling up �L1−χ� such boxes
on top of each other. Each such column will provide a line of escape of the diffusion out of a box B2,β,L(w) through
∂+B2,β,L(w). Every x ∈ B1,β,L(w) is at most at distance

√
d Lβ from a box B1,β0,L

χ (·) in one of the aforementioned
columns. From a similar argument as in (4.16), and from the strong Markov property, we see that for large L and
c1 = √

d log 1
κ

, with κ from (4.9), J = �L1−χ�,

{
Xβ,L(w) � 3c1L

β
} ⊆

{
min

z∈Col

J∑
j=0

Xβ0,L
χ

(
w + z + jLχe1

)
︸ ︷︷ ︸

def=Y(z)

� 2c1L
β

}
.

Using the independence of the variables Y(z), z ∈ Col, and Chebychev’s inequality, we find that for λ > 0,

P
[
Xβ,L(w) � 3c1L

β
]
�

∏ {
exp

{−λc1L
β
}
E

[
exp

{
λ

2
Y(z)

}]}
. (4.24)
z∈Col
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Observe that, for z ∈ Col and large L, the variables Xβ0,L
χ (w + z + jLχe1) are independent when j is restricted to

the set of even or the set of odd integers. It thus follows from Cauchy–Schwarz’s inequality that the right-hand side of
(4.24) is smaller than

∏
z∈Col

{
exp

{−λc1L
β
} J∏

j=0

E
[
exp

{
λXβ0,L

χ (w + z + jLχe1)
}]1/2

}
.

Since the random variables Xβ0,L
χ are non-negative, the quantity in the last line becomes larger when we omit the

square roots, and an application of Fubini’s Theorem yields that the last line can be bounded by

∏
z∈Col

{
exp

{−λc1L
β
}(

exp

{
λ

2
c1L

χβ0

}
+

∞∫
(c1/2)Lχβ0

λ eλu sup
w′∈Rd

P
[
Xβ0,L

χ (w′) � u
]

du

)J+1}
. (4.25)

For λ = Lα , α = χf0(β0) − χβ0 − ε and 0 < ε < χf0(β0), one can show that the integral in the rightmost term of
(4.25) tends to 0 as L → ∞. Since λLχβ0 tends to ∞ with L, we find that, for large L,

sup
w∈Rd

P
[
Xβ,L(w) � 3c1L

β
]
� exp

{
−λ

6
c1L

β#Col

}
.

Since #Col∼ cL(d−1)(β−χβ0), as L → ∞, we obtain that, for small ε > 0,

lim sup
L→∞

L−(χf0(β0)+d(1−χ)−ε) sup
w∈Rd

log P
[
Xβ,L(w) � 3c1L

β
]
< 0, (4.26)

which implies the claim. �
The next lemma shows that, when d � 2, under condition (T ′), the function f0(β) = β + β0 − 1, β ∈ [β0,1),

fulfills the assumption of Lemma 4.3 when β0 ∈ ( 1
2 ,1).

Lemma 4.4 ((Seed estimate, d � 2, under (T ′))). Assume that β0 ∈ ( 1
2 ,1). Then, for ρ > 0 and β ∈ [β0,1),

lim sup
L→∞

L−(β+β0−1) sup
w∈Rd

log P
[
Xβ0,L(w) � ρLβ

]
< 0. (4.27)

Proof. Choose η ∈ (0,1) small and then introduce χ = β0 + 1 − β ∈ (β0,1], and, for large L and w ∈ R
d the boxes

B̃1(w) ⊂ B̃2(w), defined analogously as before, with [0,L] × [0,Lβ ]d−1 and (−dLβ,L] × (−dLβ, (d + 1)Lβ)d−1

replaced by [0,L0] × [0,Lβ0 ]d−1 and (−dLβ0,L0 + 3] × (−ηLβ0 , (1 + η)Lβ0)d−1 respectively, with the notation

L0 = L − ηLβ0

�L1−χ� .

Define also Top B̃2(w) = ∂B̃2(w) ∩ {x: x · v̂ = w · v̂ + L0 + 3}. Let (B1(zi))i∈I , zi ∈ B̃1(w), I a finite set growing
polynomially with L, be a finite cover of B̃1(w) by unit balls. For L large, it holds that B3(zi) ⊂ B̃2(w), i ∈ I , and by
the same argument as in (3.9), we see that P·,ω[XTB̃2(w)

∈ Top B̃2(w)] is Lω-harmonic on B3(zi), so that (3.10) implies
that for all i ∈ I ,

Pzi,ω

[
XTB̃2(w)

∈ Top B̃2(w)
]
� cH inf

x∈B1(zi )
Px,ω

[
XTB̃2(w)

∈ Top B̃2(w)
]
. (4.28)

We say that w is good when

inf
x∈B̃1(w)

Px,ω

[
XTB̃2(w)

∈ Top B̃2(w)
]
� 1

2cH

,

and bad otherwise. Hence, by (4.28), and using Chebychev’s inequality and translation invariance, we obtain
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P[w is bad] �
∑
i∈I

P

[
inf

x∈B1(zi )
Px,ω

[
XTB̃2(w)

∈ Top B̃2(w)
]
<

1

2 cH

]

�
∑
i∈I

P

[
Pzi,ω

[
XTB̃2(w)

∈ Top B̃2(w)
]
<

1

2

]

� 4|I |
(

P0

[
sup

0�t�T v̂
L0+3

∣∣Π(Xt)
∣∣ � ηLβ0

]
+ P0

[
T̃ v̂

−dLβ0
< ∞])

. (4.29)

Notice that L0 ∼ Lχ , so that, for large L, T v̂
L0+3 � T v̂

2Lχ+3 � Lv̂
2Lχ+3. Then, under condition (T )γ |l, where γ fulfills

γβ0 � 2β0 − χ , we find with the help of Proposition 3.6 applied (with ρ = β0/χ ∈ (1/2,1) and u = 2Lχ + 3) to the
first term on the right-hand side of (4.29) that

lim sup
L→∞

L−(2β0−χ) logP0

[
sup

0�t�T v̂
L0+3

∣∣Π(Xt)
∣∣ � ηLβ0

]
< 0, (4.30)

and, since (T )γ |v̂ holds, see (3.36), we find with the help of Chebychev’s inequality that there is μ > 0 such that

P0
[
T̃ v̂

−dLβ0
< ∞]

� P̂0

[
sup

0�t�τ1

|Xt | � dLβ0
]

� exp
(−μLγβ0

)
. (4.31)

According to our choice of γ , we obtain with (4.29), (4.30) and (4.31) that

lim sup
L→∞

L−(2β0−χ) sup
w∈Rd

log P[w is bad] < 0. (4.32)

When starting in B1,β0,L(w) ∩ B̃1(w + j0L0e1), 0 � j0 < �L1−χ�, for large L, one way to exit B2,β0,L(w) through
∂+B2,β0,L(w) is to successively exit the boxes B̃2(w + jL0e1), j0 � j < �L1−χ�, through Top B̃2(w + jL0e1), and
move to the box B̃1(w + (j + 1)L0e1), which is at distance at most

√
dηLβ0 from every point in Top B̃2(w + jL0e1),

until landing in B̃1(w + �L1−χ�L0e1) ∩ B1,β0,L(w), and then exit B2,β0,L(w) through ∂+B2,β0,L(w), which is at
distance at most ηLβ0 from every point in B̃1(w + �L1−χ�L0e1) ∩ B1,β0,L(w). When w ∈ R

d and all w + jL0e1,
0 � j < �L1−χ�, are good, then, for large L, it follows from the strong Markov property and from (4.9) that for all
x ∈ B1,β0,L(w),

Px,ω

[
XTB2,β0,L(w)

∈ ∂+B2,β0,L(w)
]
�

(
1

2cH

κ
 1
2

√
d ηLβ0�+1

)L1−χ

κ
 η
2 Lβ0�+1 > exp

{−ρLβ
}
, (4.33)

provided η > 0 is chosen small enough such that η
2 (1 + √

d ) log 1
κ

<
ρ
2 , where ρ > 0 is as in (4.27). Therefore, for

large L,

sup
w∈Rd

P
[
Xβ0,L(w) � ρLβ

]
� L1−χ sup

w∈Rd

P[w is bad],

and the claim (4.27) follows from (4.32) together with the identity 2β0 − χ = β0 + β − 1. �
We can now state the main result. With the help of the Renormalisation Lemma 4.3, we propagate the seed esti-

mate contained in Lemma 4.4 to the right scale, and by piling up a finite number of boxes of the type B2,β,L in the
direction v̂, we obtain an upper bound like (4.7). Proposition 4.2 then enables us to obtain tail estimates on τ1.

Theorem 4.5 ((d � 2)). Assume that (T ′) holds relative to l. Then, for β ∈ ( 1
2 ,1),

lim sup
L→∞

L−ζ log P
[
P0,ω[XTUβ,L

· l > 0] � exp
{−Lβ

}]
< 0 for ζ < d(2β − 1), (4.34)

and

lim sup
u→∞

(logu)−α log P̂0[τ1 > u] < 0 for α < 1 + d − 1

d + 1
. (4.35)
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Proof. Let β and ζ be as in (4.34), and choose β0 ∈ ( 1
2 , β) close to 1

2 , as well as β ′ ∈ (β0, β) such that, in the notation
of Lemma 4.3, f (β ′) > ζ . By piling up N boxes B1,β ′,L, B2,β ′,L, 0 � j � N , where N is chosen as the smallest
integer such that

Nl · v̂ > 1,

we obtain from the strong Markov property that for large L,

P0,ω[XTUβ,L
· l > 0] � exp

{
−

N∑
j=0

Xβ ′,L(jLe1)

}
so that (4.36)

P
[
P0,ω[XTUβ,L

· l > 0] � exp
{−Lβ

}]
� (N + 1) sup

w
P

[
Xβ ′,L(w) � Lβ

N

]
. (4.37)

(4.34) now follows from (4.22) applied with f0(·) = β0 + · − 1, in view of Lemma 4.4. For the proof of (4.35), let
α ∈ (1,2d/(d + 1)), and define β = α−1. Then, for any μ > 0,

lim sup
L→∞

L−1 log P
[
P0,ω[XTUβ,L

· l > 0] � exp
{−μLβ

}]
< 0,

as follows from (4.34) applied to β ′ ∈ ( 1
2 , β), such that d(2β ′ − 1) > 1. The claim now follows from Proposi-

tion 4.2. �
5. Examples of condition (T )

We start with an easy example.

Proposition 5.1 ((d � 1)).
If for some δ > 0 and all ω ∈ Ω , all x ∈ R

d ,

b(x,ω) · l > δ, (5.1)

then condition (T )|l holds.

Proof. Define for u ∈ R, s(u)
def= exp{− δ

ν
u}. It follows from (1.4), (5.1) that s(Xt · l) is a supermartingale, and an

application of Chebychev’s inequality and of the stopping theorem yield that for all ω ∈ Ω

P0,ω[XTUl,b,L
· l < 0] � 1

s(−bL)
E0,ω

[
s(XTUl,b,L

· l)] � exp

{
−δb

ν
L

}
. (5.2)

The set of unit vectors that satisfy (5.1) is open, and hence condition (T )|l holds. �
Consequently, when d � 2, we recover and extend the main result of Komorowski and Krupa [15], which provides

a law of large numbers when σ = Id. Proposition 5.1 holds for a general diffusion matrix σ that satisfies (1.2)–(1.6),
and we have in addition a central limit theorem, see (1.16) and (1.17).

We will now turn to a more involved situation. In the remainder of this section we now assume that, cf. (1.2), (1.7),
(1.8),

σ(·) = Id . (5.3)

The next theorem provides a rich class of examples of diffusions in random environment which fulfill condition (T ),
and hence, when d � 2, a ballistic law of large numbers, and a central limit theorem with non-degenerate covariance
matrix governing corrections to the law of large numbers, see (1.16) and (1.17).

Theorem 5.2 ((d � 1)). Assume (1.1)–(1.6) and (5.3). There is a constant ce > 0, such that for l ∈ Sd−1,

E
[(

b(0,ω) · l)+]
> ce E

[(
b(0,ω) · l)−]

(5.4)

implies (T )|l, cf. (1.11).
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Theorem 5.2 is the main result of this section. Its analogue in the discrete i.i.d. setting can be found in [4] p. 40.
In contrast to Proposition 5.1, it comprises situations where b(0,ω) · l changes sign for every unit vector l, see also
Remark 5.7 at the end of this section.

The proof of Theorem 5.2 is inspired by the strategy used in the discrete i.i.d. setting, see [4] p. 40. Following
Kalikow’s idea, for each bounded domain U , we introduce an auxiliary diffusion with characteristics independent of
the environment, see (5.6) and (5.8). When starting at 0, this diffusion and the annealed diffusion have the same exit
distribution from U , see Proposition 5.4. This restores some Markovian character to the question of controlling exit
distributions of X· under the annealed measure, and enables us to show that condition (T ) is implied by a certain
condition (K), see (5.23), which has a similar flavor as Kalikow’s condition in the discrete i.i.d. setting, see [36]. The
proof of Theorem 5.2 is then carried out by checking condition (K).

Let us now define the auxiliary diffusion process mentioned above. Let U be a bounded domain containing 0, and,
for x, y ∈ U , s > 0, denote with pω,U (s, x, y) the subtransition density for the quenched diffusion started in x and
killed when exiting U (pω,U (s, x, y) can for instance be defined by means of Duhamel’s formula, see Eq. (A.9) in
Appendix A or [30] page 331). We define the corresponding Green function through

gU(x, y,ω)
def=

∞∫
0

pω,U (s, x, y)ds. (5.5)

We now define the auxiliary drift term

b′
U(x)

def=
{

E[gU (0,x,ω)b(x,ω)]
E[gU (0,x,ω)] , if x ∈ U � {0},

0, if x = 0 or x ∈ Uc.
(5.6)

The next lemma will be useful in the sequel.

Lemma 5.3. It holds that |b′
U(x)| � b̄ (see (1.2) for the notation), and gU(0, ·,ω) and b′

U(·) are continuous in U �{0}.

Proof. From (1.2) we see that |b′
U(x)| � b̄. Theorem 9, p. 671 in [1] and the subsequent remark state that the sub-

transition density pω,U (s,0, ·) is continuous in U . From (A.4) in Proposition A.2 and from similar computations as
carried out between (A.11) and (A.13), and applying dominated convergence, we see that gU(0, ·,ω) is continuous in
U � {0}. Consequently, by continuity of b(·,ω), see (1.3), and an application of (A.8) and dominated convergence,
we see that b′

U is continuous in x ∈ U � {0}. �
For f ∈ C2(Rd), define

L′f (x)
def= 1

2
�f (x) + b′

U(x)∇f (x), (5.7)

and denote with, cf. [2] p. 146,

P ′
x,U the unique solution to the martingale problem for L′ started at x ∈ R

d . (5.8)

We write E′
x,U for the corresponding expectation, and we denote with p′

U(s, x, y), x, y ∈ U , s > 0, the corresponding
subtransition density (which can be defined by means of Girsanov’s theorem, see Eq. (4.1) in [20]). Theorem 4.1 in
[20] states that estimate (A.4) in Proposition A.2 holds for p′

U . With the same arguments as given in the proof of
statement (A.8) in Lemma A.3, we see that the Green function

g′
U(x, y)

def=
∞∫

0

p′
U(s, x, y)ds (5.9)

is well defined for x, y ∈ U , x �= y, when d � 2, and for x, y ∈ U , when d = 1. The first step is

Proposition 5.4. Let U be a bounded C∞-domain containing 0. Then XTU
has same law under P ′

0,U and P0 (see
(1.9) for the notation).
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Proof. We drop the subscript U in P ′
0,U and E′

0,U . By definition of the martingale problem, it holds for f ∈ C2(Rd)

that

E′
0

[
f (Xt∧TU

)
]− f (0) = E′

0

[ t∧TU∫
0

L′f (Xs)ds

]
.

In particular, for f ∈ C2(
U), it follows from E′
0[TU ] < ∞ and from dominated convergence that

E′
0

[
f (XTU

)
] = f (0) + E′

0

[ TU∫
0

L′f (Xs)ds

]

= f (0) +
∞∫

0

E′
0

[
L′f (Xs), s < TU

]
ds = f (0) +

∫
U

g′
U(0, x)L′f (x)dx. (5.10)

In the same way it follows that for ω ∈ Ω ,

E0,ω

[
f (XTU

)
] = f (0) +

∫
U

gU(0, x,ω)Lωf (x)dx. (5.11)

Integrating (5.11) with respect to P, the definition of L′ (recall (5.7)) shows that

E0
[
f (XTU

)
] = f (0) +

∫
U

E
[
gU(0, x,ω)

]
L′f (x)dx. (5.12)

Combining (5.10) and (5.12), we obtain that for f ∈ C2(
U)

E0
[
f (XTU

)
]− E′

0

[
f (XTU

)
] =

∫
U

(
E
[
gU(0, x,ω)

]− g′
U(0, x)

)
L′f (x)dx. (5.13)

Given φ ∈ C∞(
U), we will now find functions un ∈ C2(
U) such that

lim
n→∞L′un(x) = 0 for a.e. x ∈ U, and un = φ on the boundary ∂U. (5.14)

Choose functions b′
U,n ∈ C∞(
U), n � 1, which converge boundedly a.e. in U to b′

U . For φ ∈ C∞(
U), consider the
Dirichlet problem

1

2
�un + b′

U,n∇un = 0 in U, un = φ on ∂U. (5.15)

Following Theorem 6.14 p. 107 in [8], there is a unique solution un in C2(
U). Fix p > d . The generalized problem

L′u = 0 in U, u − φ ∈ W
1,p

0 (U) (5.16)

has a unique solution u in the Sobolev space W 2,p(U), see [8] p. 241. Continuing our proof of (5.14), we will now
show that

sup
n

sup
x∈U

∣∣∇un(x)
∣∣ < ∞. (5.17)

Define wn
def= un − u, n � 1, and obtain by means of the Sobolev inequality, see [8] p. 158, that

sup
x∈U

∣∣∇un(x)
∣∣ � sup

x∈U

∣∣∇wn(x)
∣∣+ sup

x∈U

∣∣∇u(x)
∣∣ � c(p,U)

(‖wn‖W 2,p(U) + ‖u‖W 2,p(U)

)
. (5.18)

wn, n � 1, lies in the Sobolev space W
1,p

0 (U) and solves (see (5.15) and (5.16))

1
�wn + b′

U,n∇wn = (b′
U − b′

U,n)∇u in U. (5.19)

2
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Lemma 9.17 p. 242 in [8] and dominated convergence show that

‖wn‖W 2,p(U) � c(p,U)
∥∥(b′

U − b′
U,n)∇u

∥∥
Lp(U)

−→
n→∞ 0. (5.20)

Combining (5.18), (5.20) and (5.16) yields (5.17). (5.15) yields

L′un = (b′
U − b′

U,n)∇un in U, un = φ on ∂U, (5.21)

which, together with (5.17), shows (5.14). Choosing f = un in (5.13) and applying dominated convergence gives

E0
[
φ(XTU

)
] = E′

0

[
φ(XTU

)
]

for all φ ∈ C∞(
U )
. (5.22)

Since every function in C∞(∂U) is the restriction of a function in C∞(
U), see Lemma 6.37 p. 137 in [8], the claim
of the proposition follows. �

We now introduce condition (K), and show that it implies condition (T ).

Definition 5.5. Let l ∈ Sd−1. We say that condition (K)|l holds, if there is an ε > 0, such that for all bounded domains
U containing 0

inf
x∈U�{0}, d(x,∂U)>5R

b′
U(x) · l > ε, (5.23)

with the convention inf ∅ = +∞.

Proposition 5.6. (K)|l ⇒ (T )|l (recall (1.11)).

Proof. The set of l ∈ Sd−1 for which (5.23) holds is open and hence our claim will follow if for such an l we show
that

lim sup
L→∞

L−1 logP0[XTUl,b,L
· l < 0] < 0. (5.24)

Denote with Πl(w)
def= w − (w · l)l, w ∈ R

d , the projection on the orthogonal complement of l, and define

Vl,b,L
def={

x ∈ R
d : −bL < x · l < L,

∣∣Πl(x)
∣∣ < L2}. (5.25)

In view of Proposition 5.4, we choose bounded C∞-domains Ṽl,b,L such that

Vl,b,L ⊂ {
x ∈ R

d : −bL < x · l < L,
∣∣Πl(x)

∣∣ < L2 + 5R
} ⊂ Ṽl,b,L ⊂ Ul,b,L. (5.26)

(When d = 1, Πl(w) ≡ 0, and we simply have that Ul,b,L = Vl,b,L = Ṽl,b,L.) Recall (5.8). To prove (5.24), it will
suffice to prove that

lim sup
L→∞

L−1 logP ′
0,Ṽl,b,L

[XTVl,b,L
· l < L] < 0. (5.27)

Indeed, once this is proved, it follows from (5.26) that

lim sup
L→∞

L−1 logP ′
0,Ṽl,b,L

[XTṼl,b,L
· l < L] < 0. (5.28)

Hence, with Proposition 5.4, statement (5.28) holds with P ′
0,Ṽl,b,L

replaced by P0, and, using (5.26) once more (5.24)

follows.
We now prove (5.27). By (5.26) and (5.23), we see that for x ∈ Vl,b,L,

b′̃
Vl,b,L

(x) · l �
{

ε, if −bL + 5R < x · l < L − 5R and x �= 0,

−b̄, else.
(5.29)

We thus consider the process Xt · l. We introduce the function u(·) on R, which is defined on [−bL,L] through

u(r)
def=

⎧⎨⎩α1 eα2ε(bL−5R)
(
α3 − e4b̄(r−(−bL+5R))

)
, if r ∈ [−bL,−bL + 5R],

e−α2εr , if r ∈ (−bL + 5R,L − 5R),

α e−α2ε(L−5R)
(
α − e4b̄(r−(L−5R))

)
, if r ∈ [L − 5R,L],

(5.30)
4 5
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and which is extended boundedly and in a C2 fashion outside [−bL,L], and such that u is twice differentiable in the
points −bL and L. The numbers αi , 1 � i � 5, are chosen positive and independent of L, via

α5 = 1 + e20b̄R, α4 = e−20b̄R, α2 = min

(
1,

4b̄

ε
e−20b̄R

)
, α1 = εα2

4b̄
, α3 = 1 + 4b̄

εα2
. (5.31)

Then, on [−bL,L], u is positive, continuous and decreasing. In addition, one has with the definition j (r) = D+u(r)−
D−u(r), where D+u, D−u denote the right- resp. left-hand derivatives of u,

j (−bL + 5R) = 0, and j (L − 5R) � 0. (5.32)

On R
d we define the function ũ(x) = u(x · l), and for λ real, we define on R+ × R the function vλ(t, r)

def= eλtu(r),

and on R+ × R
d the function ṽλ(t, x)

def= vλ(t, x · l) = eλt ũ(x). We will now find λ0 positive such that

vλ0(t ∧ TVl,b,L
,Xt∧TVl,b,L

· l) is a positive supermartingale under P ′
0,Ṽl,b,L

. (5.33)

Corollary 4.8 p. 317 in [11], combined with Remark 4.3 p. 173 therein, shows the existence of a d-dimensional
Brownian motion Wt defined on (C(R+,R

d),F ,P ′
0,Ṽl,b,L

), such that

P ′
0,Ṽl,b,L

-a.s., Yt
def= Xt · l = Wt · l +

t∫
0

b′̃
Vl,b,L

(Xs) · l ds.

Writing u as a linear combination of convex functions, we find from the generalised Itô rule, see [11] p. 218, that

P ′
0,Ṽl,b,L

-a.s., u(Yt ) = 1 +
t∫

0

D−u(Ys)dYs +
∞∫

−∞
Λt(a)μ(da), (5.34)

where D−u is the left-hand derivative of u, Λ(a) is the local time of Y in a, and μ is the second derivative measure, i.e.
μ([a, b)) = D−u(b)−D−u(a), a < b real. Notice that the first derivative of u exists and is continuous outside L−5R,
and the second derivative of u exists (in particular) outside the Lebesgue zero set A = {−bL+ 5R,0,L− 5R}. Hence
we find by definition of the second derivative measure, and with the help of Eq. (7.3) p. 218 in [11] that P ′

0,Ṽl,b,L
-a.s.,

∞∫
−∞

Λt(a)μ(da) =
∞∫

−∞
Λt(a)1Ac(a)u′′(a)da + Λt(L − 5R)j (L − 5R)

= 1

2

t∫
0

u′′(Ys)1Ac(Ys)ds + Λt(L − 5R)j (L − 5R). (5.35)

Another application of Eq. (7.3) p. 218 in [11] shows that

P ′
0,Ṽl,b,L

-a.s.,

t∫
0

1A(Ys)ds = 2

∞∫
−∞

1A(a)Λt (a)da = 0. (5.36)

As a result, we find that P ′
0,Ṽl,b,L

-a.s.,

t∫
0

D−u(Ys)1A(Ys)dYs = 0. (5.37)

Combining (5.35) and (5.37), and by definition of the operator L′, see (5.7), we can now rewrite (5.34) as the
P ′ ˜ -a.s. equalities
0,Vl,b,L
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u(Yt ) = 1 +
t∫

0

u′(Ys)1Ac(Ys)dYs + 1

2

t∫
0

u′′(Ys)1Ac(Ys)ds + Λt(L − 5R)j (L − 5R)

= 1 +
t∫

0

L′ũ(Xs)1Ac(Xs · l)ds + Λt(L − 5R)j (L − 5R) + Mt,

where Mt is a continuous martingale. In particular, ũ(Xt )(= u(Yt )) is a continuous semimartingale, and applying Itô’s
rule to the product eλt · ũ(Xt ) = ṽλ(t,Xt ), and using (5.36) once again, we obtain that, P ′

0,Ṽl,b,L
-a.s.,

ṽλ(t,Xt ) = 1 +
t∫

0

λ eλsũ(Xs)ds +
t∫

0

eλs dũ(Xs)

= 1 +
t∫

0

(
∂

∂s
+L′

)
ṽλ(s,Xs)1Ac(Xs · l)ds + j (L − 5R)

t∫
0

eλs dΛs(L − 5R) + Nt, (5.38)

where Nt is a continuous martingale. We find through direct computation that for x ∈ Vl,b,L, and a suitable ψ(x) � 0,
using the notation I1 = (−bL,−bL + 5R), I2 = (−bL + 5R,L − 5R), I3 = (L − 5R,L),

[(
∂

∂s
+L′

)
ṽλ

]
(s, x) � ψ(x) eλs ·

⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ
(
e20b̄Rα3 − 1

)− 4b̄
(
2b̄ + b′̃

Vl,b,L
(x) · l), if x · l ∈ I1,

λ + α2ε

(
1

2
α2ε − b′̃

Vl,b,L
(x) · l

)
, if x · l ∈ I2,

λ(α5 − 1) − 4b̄
(
2b̄ + b′̃

Vl,b,L
(x) · l), if x · l ∈ I3.

Hence, by (5.29) and (5.31), we can find λ0 > 0 small such that for x ∈ Vl,b,L, x · l /∈ A, the right-hand side of the
last expression is negative. Since j (L − 5R) � 0, see (5.32), we obtain from (5.38) applied to the finite stopping time
t ∧ TVl,b,L

that (5.33) holds.
We now derive the claim of the proposition from (5.33). When d � 2, the probability to exit Vl,b,L neither from the

“right” nor from the “left” can be bounded as follows:

P ′
0,Ṽl,b,L

[−bL < XTVl,b,L
· l < L]

� P ′
0,Ṽl,b,L

[
−bL < XTVl,b,L

· l < L,TVl,b,L
>

2α2ε

λ0
L

]
+ P ′

0,Ṽl,b,L

[
sup|Xt | � L2: t � 2α2ε

λ0
L

]
. (5.39)

By Chebychev’s inequality and Fatou’s lemma, we find that the first term on the right-hand side is smaller than

1

vλ0((2α2ε/λ0)L,L)
E′

0,Ṽl,b,L

[
vλ0(TVl,b,L

,XTVl,b,L
· l)]

� c(ε) e−α2εL lim inf
t→∞ E′

0,Ṽl,b,L

[
vλ0(t ∧ TVl,b,L

,Xt∧TVl,b,L
· l)]

� c(ε) e−α2εLvλ0(0,0) = c(ε) e−α2εL, (5.40)

where, in the last inequality, we used (5.33). Applying (A.2) in Lemma A.1 to the second term in the right-hand side
of (5.39), we obtain, together with (5.40), that

lim sup
L→∞

L−1 logP ′
0,Ṽl,b,L

[−bL < XTVl,b,L
· l < L] < 0. (5.41)

When d � 1, we bound the probability to exit Vl,b,L from the left by a similar argument as in (5.40), and find that

P ′
0,Ṽl,b,L

[XTVl,b,L
· l = −bL] � vλ0(0,0)

vλ0(0,−bL)
� e−c(ε)L. (5.42)

(5.42), together with (5.41), when d � 2, show (5.27), which implies condition (T )|l. �
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Let us now turn to the

Proof of Theorem 5.2. It suffices to verify condition (K)|l, which implies condition (T )|l, see Proposition 5.6. Let
U be a bounded domain containing 0, and assume that there is

x ∈ U � {0} such that d(x, ∂U) > 5R (5.43)

(otherwise (K)|l automatically holds). With x as above, δ > 0, for f a non-negative bounded measurable function
on U , we write

fδ(·) def= f (·)1Bδ(x)(·), and b±
δ (·,ω)

def=(
b(·,ω) · l)±1Bδ(x)(·).

Lemma 5.3 shows that

b′
U(x) · l = lim

δ→0

1

|Bδ|
∫

Bδ(x)

b′
U(y) · l dy. (5.44)

If we choose δ < |x|/2 ∧ R, it follows from (A.6) and from (A.8) in Corollary A.3 that

0 < inf
y∈Bδ(x)

E
[
gU(0, y,ω)

]
� sup

y∈Bδ(x)

E
[
gU(0, y,ω)

]
< ∞, (5.45)

and we obtain by the definition of b′
U , see (5.6), that

1

|Bδ|
∫

Bδ(x)

b′
U(y) · l dy � E[∫ gU(0, y,ω)b+

δ (y,ω)dy]
|Bδ| supy∈Bδ(x) E[gU(0, y,ω)] − E[∫ gU(0, y,ω)b−

δ (y,ω)dy]
|Bδ| infy∈Bδ(x) E[gU(0, y,ω)] . (5.46)

Denote with Rk and Dk , k � 1, the successive returns of X· to B2R(x) and departures from B4R(x) defined similarly
as in (4.3) and (4.4), with B1(x) and B2(x) replaced by B2R(x) and B4R(x) respectively. For y in U , define the
associated operators:

Rf (y)
def= Ey,ω

[
f (XR1),R1 < TU

]
, Qf (y)

def= Ey,ω

[
f (XD1)

]
, Tf (y)

def= Ey,ω

[ D1∫
0

f (Xs)ds

]
.

If δ � R, successive applications of the strong Markov property show that∫
U

gU(0, y,ω)fδ(y)dy = E0,ω

[ TU∫
0

fδ(Xs)ds

]
= R(Id−QR)−1Tfδ(0). (5.47)

In view of (5.46), it will be crucial to bound the above quantity from below and from above. In a first step, we derive
bounds on the operators R and QR. For y ∈ U , we have

inf
z∈∂B2R(x)

f (z)Py,ω[R1 < TU ] � Rf (y) � sup
z∈∂B2R(x)

f (z)Py,ω[R1 < TU ], (5.48)

and hence,

sup
y∈∂B2R(x)

QRf (y) � sup
z∈∂B4R(x)

Pz,ω[R1 < TU ] sup
z∈∂B2R(x)

f (z),

inf
y∈∂B2R(x)

QRf (y) � inf
z∈∂B4R(x)

Pz,ω[R1 < TU ] inf
z∈∂B2R(x)

f (z).
(5.49)

We first derive a lower bound for (5.47), see (5.52) below. Repeated applications of (5.48) and (5.49) yield

R(Id−QR)−1Tfδ(0) � P0,ω[R1 < TU ]
∑
j�0

(
inf

z∈∂B4R(x)
Pz,ω[R1 < TU ]

)j

inf
z∈∂B2R(x)

Tfδ(z)

� P0,ω[R1 < TU ]
sup P [R > T ] inf

z∈B (x)
fδ(z) inf

z∈∂B (x)
T 1Bδ(x)(z). (5.50)
z∈∂B4R(x) z,ω 1 U δ 2R
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If δ < R, we find by means of (A.6) in Corollary A.3 that

inf
z∈∂B2R(x)

T 1Bδ(x)(z) �
∫

Bδ(x)

inf
z∈∂B2R(x)

gB4R(x)(z, y,ω)dy � c|Bδ|. (5.51)

Combining (5.50) and (5.51), and using (5.47), we see that∫
U

gU(0, y,ω)fδ(y)dy � c|Bδ| P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ] inf

z∈Bδ(x)
fδ(z). (5.52)

We will now derive an upper bound on (5.47), see (5.54). We find by another use of Corollary A.3 that

sup
z∈∂B2R(x), y∈Bδ(x)

gB4R(x)(z, y,ω) � c. (5.53)

Proceeding in a similar fashion as in (5.50)–(5.52), we obtain the upper bound∫
U

gU(0, y,ω)fδ(y)dy � c|Bδ| P0,ω[R1 < TU ]
infz∈∂B4R(x) Pz,ω[R1 > TU ] sup

z∈Bδ(x)

fδ(z). (5.54)

We will now give a lower bound for the first term in the last line of (5.46). Applying (5.47) with fδ = b+
δ and

using (5.52), we see that

E

[∫
gU(0, y,ω)b+

δ (y,ω)dy

]
� c|Bδ|E

[
P0,ω[R1 < TU ]

supz∈∂B4R(x) Pz,ω[R1 > TU ] inf
z∈Bδ(x)

b+
δ (z,ω)

]
. (5.55)

Observe that P0,ω[R1 < TU ] = 1 if 0 ∈ B2R(x). Hence

P0,ω[R1 < TU ]
infz∈∂B4R(x) Pz,ω[R1 > TU ] is HBc

2R(x) − measurable.

Since infz∈Bδ(x) b
+
δ (z,ω) is HBδ(x)-measurable, and since δ < R, it follows from finite range dependence, see (1.6),

that these two random variables are P-independent, and hence the right-hand side of (5.55) equals

c|Bδ|E
[

P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ]

]
E

[
inf

z∈Bδ(x)
b+
δ (z,ω)

]
. (5.56)

The application of Harnack’s inequality (see [8] p. 199) to the Lω-harmonic function P·,ω[R1 > TU ] on B5R(x) �


B2R(x) shows that

sup
z∈∂B4R(x)

Pz,ω[R1 > TU ] � c inf
z∈∂B4R(x)

Pz,ω[R1 > TU ].

Together with an application of (5.54) and (5.47) with fδ = 1Bδ(x), we obtain that (5.56) is bigger than

cE

[ ∫
Bδ(x)

gU (0, y,ω)dy

]
E

[
inf

z∈Bδ(x)
b+
δ (z,ω)

]
� c|Bδ|E

[
inf

y∈Bδ(x)
gU (0, y,ω)

]
E

[
inf

z∈Bδ(x)
b+
δ (z,ω)

]
. (5.57)

Finally, using (5.55)–(5.57), we find that the first term in the right-hand side of (5.46) is bigger than

c1
E[infy∈Bδ(x) gU (0, y,ω)]
E[supy∈Bδ(x) gU (0, y,ω)]E

[
inf

z∈Bδ(x)
b+
δ (z,ω)

]
. (5.58)

By similar computations as carried out between (5.55) and (5.58), we find as an upper bound for the second term in
the right-hand side of (5.46)

c2
E[supy∈Bδ(x) gU (0, y,ω)]
E[infy∈Bδ(x) gU (0, y,ω)] E

[
sup

z∈Bδ(x)

b−
δ (z,ω)

]
. (5.59)

The continuity of gU(0, ·,ω) and of b+
δ (·,ω) in Bδ(x), see Lemma 5.3 and (1.3), together with dominated convergence,

and the translation invariance of the measure P, show that

lim
δ→0

c1
E[infy∈Bδ(x) gU (0, y,ω)]
E[sup g (0, y,ω)]E

[
inf

z∈B (x)
b+
δ (z,ω)

]
= c1E

[(
b(0,ω) · l)+]

, (5.60)

y∈Bδ(x) U δ
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and a similar identity for the term in (5.59). Inserting (5.58)–(5.60) in (5.46), and using (5.44), we finally obtain

b′
U(x) · l � c1E

[(
b(0,ω) · l)+ − c2

c1

(
b(0,ω) · l)−]

. (5.61)

Hence, if (5.4) holds with ce
def= c2/c1, we see that there is an ε > 0 such that for all x as in (5.43)

b′
U(x) · l > ε. (5.62)

We conclude that condition (K)|l holds, see (5.23). By means of Proposition 5.6, condition (T )|l holds, and Theo-
rem 5.2 is proved. �
Remark 5.7. With the help of Theorem 5.2, it is easy to obtain concrete examples of diffusions fulfilling condition (T ).
For instance, when (b(0,ω) · l)− = 0, we find:

Condition (T ) holds when d � 1 and there is l ∈ Sd−1 and δ > 0,

such that b(0,ω) · l � 0 for all ω ∈ Ω , and pδ = P
[
b(0,ω) · l � δ

]
> 0. (5.63)

If there is δ > 0 such that pδ = 1, this is in the spirit of the non-nestling case, which is in fact already covered by
Proposition 5.1, and else, of the marginal nestling case in the discrete setting, see Sznitman [31].

Of course, Theorem 5.2 also comprises more involved examples of condition (T ) where b(0,ω) · l takes both
positive and negative values for every l ∈ Sd−1. Hence, when d � 2, Theorem 5.2 provides examples of ballistic
diffusions in random environment beyond previous knowledge. They correspond to the plain nestling case in [31].
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Appendix A

A.1. Bernstein’s inequality

The following lemma follows in essence from Bernstein’s inequality (see [27] pp. 153–154).

Lemma A.1. On R
d we consider measurable functions a, b, with values in the space of symmetric matrices and in

R
d respectively, that satisfy for suitable ν � 1, and ā > 0, b̄ > 0,

1

ν
|y|2 �

∑
i,j

aij (x)yiyj � ν|y|2, ∣∣a(x)
∣∣ � ā,

∣∣b(x)
∣∣ � b̄, x, y ∈ R

d . (A.1)

We denote with L the operator attached to a and b, similarly as in (1.8), and we assume that Px solves the martingale
problem for L started at x in R

d . We denote with Ex the corresponding expectation. Write (Xt )t�0 for the canonical
process on C([0,∞),R

d), and let Zt = sups�t |Xs − X0|. Then, for every α > 0, there are two constants c, c̃ > 0,

depending only on α, ν, ā, b̄, d , such that for large L,

sup
x

Px

[
ZαL � L2] � c̃ e−cL3

. (A.2)

Further, for γ ∈ (0,1] and for all α > 0, there exists a constant δ(α) > 0 such that

sup
x

Ex

[
eδZ

γ

1
]
� 1 + α. (A.3)

Proof. We obtain from the martingale problem that Mt = Xt − X0 − ∫ t

0 b(Xs)ds is a martingale. We compute the
bracket 〈Mi〉t of the i-th component Mi

t of Mt , 1 � i � d , and find 〈Mi〉t = ∫ t
aii(Xs)ds. (A.1) yields 〈Mi〉t � νt ,
0
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and with the help of Bernstein’s inequality (see [27] pp. 153–154) and a further application of (A.1), it follows
immediately that for large L,

Px

[
ZαL � L2] � Px

[
sup

s�αL

|Ms | �
(
L2 − αb̄L

)]
� 2d e−L3/(4ναd),

which proves (A.2). Since Z1 � sups�1 |Ms | + b̄, we obtain for 0 < δ < 1 that

Ex

[
eδZ

γ

1
]
� eδb̄γ

Ex

[
exp

{
δ
(

sup
s�1

|Ms |
)γ }] = eδb̄γ

(
1 + δ

∞∫
0

dv eδv Px

[(
sup
s�1

|Ms |
)γ

� v
]

︸ ︷︷ ︸
�2d exp{−v2/γ /(2dν)}

)
� eδb̄γ

(1 + δ c),

which proves (A.3). �
A.2. Bounds on the Green function

The bounds on the transition density contained in the next proposition will be crucial to derive bounds on the Green
function.

Proposition A.2. Let Lω be as in (1.8), and let assumptions (1.2)–(1.4) be in force. Then the linear parabolic equation
of second order ∂u

∂t
= Lωu has a unique fundamental solution pω(t, x, y), and there are positive constants α, β , a

and α̃ such that for t � 1∣∣pω(t, x, y)
∣∣ � α

td/2
exp

{
−β|x − y|2

t

}
, (A.4)

and such that for |x − y|2 < at and t ∈ (0,1]
pω(t, x, y) � α̃

td/2
. (A.5)

For the proof we refer the reader to [9]. The statements (4.16) and (4.75) therein correspond to (A.4) and (A.5). We
obtain the following corollary:

Corollary A.3. Assume (1.2)–(1.4), and let U be a bounded domain. There is a positive constant m(r,U) such that
for all ω ∈ Ω , and for all y, z ∈ U with d(y, ∂U) > r , d(z, ∂U) > r ,

gU(y, z,ω) � m. (A.6)

For y �= z, define

hy(z) =
{ |y − z|2−d , d � 3,

log diam(U)
|y−z| , d = 2.

(A.7)

There are positive constants α, c(U) such that for y, z ∈ U , and all ω ∈ Ω ,

gU(y, z,ω) �
{

αhy(z) + c, if d � 2 and y �= z,

c, if d = 1.
(A.8)

Proof. Let x ∈ U with d(x, ∂U) > r . Choose t0 ∈ (0,1] such that
√

at0 � r
2 and for all t � t0,

α̃

td/2
� 2α

t
d/2
0

exp

{
−βr2

4t0

}
holds, and such that in addition the function t �→ (α/td/2) exp{−βr2/(4t)} is monotone increasing on {t : t � t0}. Let
ρ = min( r

2 ,
√

at0/8 ) and z0 ∈ Bρ(x). Hence |XTU
− z0| > r

2 , and on the event {TU < t � t0}, the inequality

pω(t − TU ,XTU
, z) � α

d/2
exp

{
−βr2 }
t 4t
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follows from (A.4) and from the monotonicity mentioned above. Choose further y0 ∈ Bρ(x), then |y0 − z0| < √
at0/2,

and hence, for t ∈ (t0/2, t0), |y0 − z0| <
√

at holds. By Duhamel’s formula, see [30] p. 331, and by (A.5), the sub-
transition density pω,U (t, y, z) satisfies for y0, z0 ∈ Bρ(x) and t ∈ (t0/2, t0)

pω,U (t, y0, z0) = pω(t, y0, z0) − Ey0,ω

[
TU < t,pω(t − TU ,XTU

, z0)
]

� α

t
d/2
0

exp

{
−βr2

4t0

}
> 0. (A.9)

We will now prove (A.6). Since U is a bounded domain, it follows from a standard chaining argument using (A.9) that
there is a finite integer K(U) > 0 such that for all y, z ∈ U as above (A.6), for all t ∈ (Kt0/2,Kt0) and for all ω ∈ Ω ,

pω,U (t, y, z) � c(r,K) > 0. (A.10)

Since

gU(y, z,ω) �
Kt0∫

Kt0/2

pω,U (t, y, z)dt,

the claim (A.6) follows. To prove the upper bound (A.8), we write

gU(y, z,ω) =
∞∫

0

pω,U (t, y, z)dt �
1∫

0

pω(t, y, z)dt +
∞∑

k=2

(k+1)/2∫
k/2

pω,U (t, y, z)dt. (A.11)

With the help of (A.4), we find positive constants α, c such that

1∫
0

pω(t, y, z)dt �
{

αhy(z) + c, if d � 2, y �= z,

c, if d = 1.
(A.12)

We obtain by a repeated use of the Chapman–Kolmogorov equation and by (A.4), that for k � 2,

(k+1)/2∫
k/2

pω,U (t, y, z)dt �
∫
U

dv pω,U

(
1

2
, y, v

)
sup
v∈U

k/2∫
(k−1)/2

pω,U (t, v, z)dt

induction
�

(
sup
v∈U

Pv,ω

[
TU >

1

2

])k−1

sup
v∈U

1∫
1/2

pω,U (t, v, z)dt � c

(
sup
v∈U

Pv,ω

[
TU >

1

2

])k−1

.

Hence, with the help of the Support Theorem of Stroock–Varadhan, see [2] p. 25, or from a chaining argument using
(A.5), the sum on the right-hand side of (A.11) will be smaller than

c

infv∈U Pv,ω[TU � 1/2] � c(U) < ∞. (A.13)

Combining (A.11), (A.12) and (A.13) shows (A.8). �
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