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Abstract

In quantum physics, the state space of a countable chain of \((n+1)\)-level atoms becomes, in the continuous field limit, a Fock space with multiplicity \(n\). In a more functional analytic language, the continuous tensor product space over \(\mathbb{R}^+\) of copies of the space \(\mathbb{C}^{n+1}\) is the symmetric Fock space \(\Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n))\). In this article we focus on the probabilistic interpretations of these facts. We show that they correspond to the approximation of the \(n\)-dimensional normal martingales by means of obtuse random walks, that is, extremal random walks in \(\mathbb{R}^n\) whose jumps take exactly \(n+1\) different values. We show that these probabilistic approximations are carried by the convergence of the matrix basis \(a_{ij}^p\) of \(\bigotimes_{\mathbb{N}} \mathbb{C}^{n+1}\) to the usual creation, annihilation and gauge processes on the Fock space.
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Résumé

En physique quantique, l’espace d’état d’une chaîne dénombrable d’atomes à \((n+1)\) niveaux devient, dans la limite continue, un espace de Fock de multiplicité \(n\). De manière plus analytique, le produit tensoriel continu de copies de \(\mathbb{C}^{n+1}\) indexées par \(\mathbb{R}^+\) est l’espace de Fock symétrique \(\Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n))\). Dans cet article, nous nous intéressons aux interprétations probabilistes de ces résultats. Nous montrons qu’ils correspondent à l’approximation de martingales normales \(n\)-dimensionnelles par des marches aléatoires obtuses, c’est-à-dire des marches aléatoires exténales de \(\mathbb{R}^n\) dont les sauts prennent exactement \(n+1\) valeurs différentes. Nous montrons que ces approximations sont contenues dans la convergence de la base canonique \(a_{ij}^p\) de l’espace des matrices sur \(\bigotimes_{\mathbb{N}} \mathbb{C}^{n+1}\) vers les processus de création, annihilation et nombre de l’espace de Fock.
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1. Introduction

In functional analysis, the tensor product of a family of Hilbert spaces indexed by a continuous set, is a well-understood notion (see the very complete book [6]) which leads to notions such as “Fock spaces” or “symmetric space associated to a measured space”.

A physical interpretation of those continuous tensor product spaces consists in considering them as the continuous field limit of a countable chain of quantum system state spaces (such as a spin chain, for example).

The interesting point in these constructions is that, for all \( n \in \mathbb{N} \), the continuous tensor product space \( \bigotimes_{\mathbb{R}^+} \mathbb{C}^{n+1} \) is the symmetric Fock space \( \Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n)) \). In a more physical language, the continuous field limit of the state space of a countable chain of \((n+1)\)-level atoms is a Fock space with multiplicity \( n \). A rigorous setting in which such an approximation is made true is developed in [1].

Both spaces \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \) and \( \Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n)) \) admit natural probabilistic interpretations. In particular, the Fock space \( \Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n)) \) admits natural probabilistic interpretations in terms of \( n \)-dimensional normal martingales, such as \( n \)-dimensional Brownian motion, \( n \)-dimensional Poisson process, \( n \)-dimensional Azéma martingales, etc. (cf. [2] and [3]). The aim of this article is to understand how the approximation of \( \Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n)) \) by means of spaces \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \) can be interpreted in probabilistic terms.

The structure of the space \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \) suggests that we are dealing with random walks whose jumps take \((n+1)\) different values.

In this article we show that the key point of this approximation is the notion of obtuse random walks, developed in [4]. They are the centered and normalized random variables in \( \mathbb{R}^n \) which take exactly \((n+1)\) different values.

These obtuse random variables are naturally associated to an algebraic object called sesqui-symmetric 3-tensor and the associated random walk satisfies a discrete-time structure equation. This structure equation allows us to represent the multiplication operators by this random walk in terms of some basic operators of \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \).

Considering the approximation of the Fock space \( \Gamma_s(L^2(\mathbb{R}^+; \mathbb{C}^n)) \) by means of spaces \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \), we obtain the approximation of a continuous-time normal martingale. The sesqui-symmetric 3-tensor \( \Phi \) then converges to a so-called doubly-symmetric 3-tensor which is the key of the structure equation describing the probabilistic behaviour of that normal martingale (jumps, continuous and purely discontinuous parts . . .).

This article is organized in the following way. In Section 2 we introduce the state space of the atom chain and the associated operators. In Section 3, we describe obtuse random walks in \( \mathbb{R}^n \), their structure equations and their representations as operators on the state space of the atom chains. In Section 4 we introduce Fock space and its quantum stochastic calculus, and the relation of these objects with the atom chains. In Section 5 we describe structure equations for normal martingales and the information given by these equations in a special case. In Section 6 we put together all of our tools and prove convergence in law of random walks to well-identified normal martingales. In Section 7 we review some explicit and illustrative examples.

2. The structure of the atom chain

We here introduce the mathematical structure and notations associated to the space \( \bigotimes_{\mathbb{N}} \mathbb{C}^{n+1} \). As the reader will easily see, this only means choosing a particular basis for the vectors and for the operators on that space. The physical-like terminology that we use from time to time is not necessary for the sequel, but is relevant (and used in references such as [5]).

Consider the space \( \mathbb{C}^{n+1} \) in which we choose an orthonormal basis denoted by \( \{\Omega, X^1, \ldots, X^n\} \). This space and this particular choice of an orthonormal basis physically represent either a particle with \( n \) excited states \( X^i \) and a
ground state $\Omega$, or a site which is either empty ($\Omega$) or occupied by a type $i$ particle ($X^i$). We often write $X^0$ for $\Omega$
when we need unified notations, but it is important in the sequel to distinguish one of the basis states.
Together with this basis of $C^{n+1}$ we consider the following natural basis of $L(C^{n+1}) = M_{n+1}(C)$:

$$a_j^i X^k = \delta_{ij} X^1,$$

for all $i, j, k = 0, \ldots, n$. The operator $a_j^i$ puts an $i$-level state into a $j$-level state.

We now consider a chain of copies of this system, like a chain of $(n + 1)$-level atoms. That is, we consider the Hilbert space

$$T\Phi = \bigotimes_{i \in \mathbb{N}} C^{n+1},$$

the countable tensor product, indexed by $\mathbb{N}$, of copies of $C^{n+1}$ with respect to the stabilizing sequence of vectors $\Omega$.

By this we mean that a natural orthonormal basis of $T\Phi$ is described by the family

$$\{X_A; A \in \mathcal{P}\}$$

where

- $\mathcal{P}$ is the set of finite subsets $A = \{(n_1, i_1), \ldots, (n_k, i_k)\}$ of $\mathbb{N} \times \{1, \ldots, n\}$ such that the $n_i$’s are two by two different. Another way to describe the set $\mathcal{P}$ is to identify it to the set of sequences $(A_k)_{k \in \mathbb{N}}$ with values in $\{0, \ldots, n\}$, but taking only finitely many times a value different from 0.
- $X_A$ denotes the vector

$$\Omega \otimes \ldots \otimes \Omega \otimes X^{i_1} \otimes \Omega \otimes \ldots \otimes \Omega \otimes X^{i_2} \otimes \ldots$$

of $T\Phi$, where $X^{i_1}$ appears in the copy number $n_1$, $X^{i_2}$ appears in the copy $n_2, \ldots$. When $A$ is seen as a sequence $(A_k)_{k \in \mathbb{N}}$ as above, then $X_A$ is advantageously written $\bigotimes_{k} X_{A_k}$.

The physical meaning of this basis is easy to understand: we have a chain of sites, indexed by $\mathbb{N}$; on each site there is an atom in the ground state or an atom at energy level $1, \ldots$. The above basis vector $X_A$ specifies that there is an atom at level $i_1$ in the site $n_1$, an atom at level $i_2$ in the site $n_2, \ldots$, all the other sites being at the ground state.

The space $T\Phi$ is what we shall call the $(n + 1)$-level atom chain.

We denote by $a_j^i(k)$ the natural ampliation of the operator $a_j^i$ to $T\Phi$ which acts as $a_j^i$ on the copy number $k$ of $C^{n+1}$ and as the identity on the other copies. These operators relate naturally to the creation and annihilation operators of the Fermionic Fock space over $C^n$.

Note, for information only, that the operators $a_j^i(k)$ form a basis of the algebra $B(T\Phi)$ of bounded operators on $T\Phi$. That is, the von Neumann algebra generated by the $a_j^i(k), i, j = 0, \ldots, n, k \in \mathbb{N}$, is the whole of $B(T\Phi)$ (for $T\Phi$ admits no subspace which is non-trivial and invariant under this algebra).

3. Obtuse random walks in $\mathbb{R}^n$

We now abandon for a while this structure in order to concentrate on the probabilistic and algebraic structure of the obtuse random variables. The space $T\Phi$ will return naturally when describing the obtuse random walks.

Let $X$ be a random variable in $\mathbb{R}^n$ which takes exactly $n + 1$ different values $v_1, \ldots, v_{n+1}$ with respective probability $\alpha_1, \ldots, \alpha_{n+1}$ (all different from 0 by hypothesis). We assume, for simplicity, that $X$ is defined on its canonical space $(\mathcal{A}, \mathcal{A}, P)$, that is, $A = \{1, \ldots, n + 1\}$, $\mathcal{A}$ is the $\sigma$-field of subsets of $A$, the probability measure $P$ is given by $P(\{i\}) = \alpha_i$ and $X$ is given by $X(i) = v_i$, for all $i = 1, \ldots, n + 1$.

Such a random variable $X$ is called centered and normalized if $\mathbb{E}[X] = 0$ and $\text{Cov}(X) = I$. 


A family of elements \( v_1, \ldots, v_{n+1} \) of \( \mathbb{R}^n \) is called an obtuse system if
\[
\langle v_i, v_j \rangle = -1
\]
for all \( i \neq j \).

We consider the coordinates \( X^1, \ldots, X^n \) of \( X \) in the canonical basis of \( \mathbb{R}^n \), together with the random variable \( \Omega \) on \( (\mathcal{A}, \mathcal{A}, P) \) which is deterministic and always equal to 1.

We put \( \tilde{X}^i \) to be the random variable \( \tilde{X}^i(j) = \sqrt{\alpha_j} X^i(j) \) and \( \tilde{\Omega}(j) = \sqrt{\alpha_j} \). For any element \( v = (a_1, \ldots, a_n) \) of \( \mathbb{R}^n \) we put \( \hat{v} = (1, a_1, \ldots, a_n) \in \mathbb{R}^{n+1} \).

The following proposition is rather straightforward and left to the reader.

**Proposition 1.** The following assertions are equivalent.

(i) \( X \) is centered and normalized.

(ii) The \((n+1) \times (n+1)\)-matrix \( (\sqrt{\alpha_1} \hat{v}_1, \ldots, \sqrt{\alpha_{n+1}} \hat{v}_{n+1}) \) is unitary.

(iii) The \((n+1) \times (n+1)\)-matrix \( (\sqrt{\alpha_1} \hat{v}_1, \ldots, \sqrt{\alpha_{n+1}} \hat{v}_{n+1}) \) is unitary.

(iv) The family \( v_1, \ldots, v_{n+1} \) is an obtuse system of \( \mathbb{R}^n \) and
\[
\alpha_i = \frac{1}{1 + \| v_i \|^2}.
\]

Let \( T \) be a 3-tensor in \( \mathbb{R}^n \), that is, a linear mapping from \( \mathbb{R}^n \) to \( M_n(\mathbb{R}) \). We write \( T_{ij}^k \) for the coefficients of \( T \) in the canonical basis of \( \mathbb{R}^n \), that is,
\[
(T(x))_{i,j} = \sum_{k=1}^n T_{ij}^k x_k.
\]

Such a 3-tensor \( T \) is called sesqui-symmetric if

(i) \( (i, j, k) \mapsto T_{ij}^k \) is symmetric and

(ii) \( (i, j, l, m) \mapsto \sum_k T_{ij}^k T_{lm}^k + \delta_{ij} \delta_{lm} \) is symmetric.

**Theorem 2.** If \( X \) is a centered and normalized random variable in \( \mathbb{R}^n \), taking exactly \( n+1 \) values, then there exists a sesqui-symmetric 3-tensor \( T \) such that
\[
X \otimes X = I + T(X).
\]

**Proof.** By Proposition 1, the matrix \( (\sqrt{\alpha_1} \hat{v}_1, \ldots, \sqrt{\alpha_{n+1}} \hat{v}_{n+1}) \) is unitary. In particular the matrix \( (\hat{v}_1, \ldots, \hat{v}_{n+1}) \) is invertible and so is its adjoint matrix. But the latter is the matrix whose columns are the values of the random variables \( \Omega, X_1, \ldots, X_n \). As a consequence, these \( n+1 \) random variables are linearly independent. They thus form a basis of \( L^2(A, \mathcal{A}, P) \) for it is a \( n+1 \) dimensional space.

The random variable \( X^i X^j \) belongs to \( L^2(A, \mathcal{A}, P) \) and can thus be written as
\[
X^i X^j = \sum_{k=0}^n T_{ij}^k X^k,
\]
for some real coefficients \( T_{ij}^k, k = 0, \ldots, n, i, j = 1, \ldots, n, \) where \( X^0 \) denotes \( \Omega \). The fact that \( E[X^k] = 0 \) and \( E[X^i X^j] = \delta_{ij} \) implies \( T_{ij}^0 = \delta_{ij} \). This gives the representation (1). That \( T \) is sesqui-symmetric is obtained from the relations
\[
T_{ij}^k = E[X^i X^j]
and
\[ \sum_k T^{ij} T^{kl}_k + \delta_{ij} \delta_{lm} = E[X^i X^j X^l X^m]. \]

There is actually a natural bijection between the set of sesqui-symmetric 3-tensors and the set of obtuse random variables. The following result was obtained in [4], Theorem 2, pp. 268–272, which is far from obvious but which we shall not really need here.

**Theorem 3.** The formulas
\[ S = \{ x \in \mathbb{R}^n; \ x \otimes x = I + T(x) \} \]
and
\[ T(x) = \sum_{y \in S} p_y \langle y, x \rangle y \otimes y, \]
where \( p_x = 1/(1 + \|x\|^2) \), define a bijection between the set of sesqui-symmetric 3-tensors \( T \) on \( \mathbb{R}^n \) and the set of obtuse systems \( S \) in \( \mathbb{R}^n \).

Now we wish to consider the random walks which are induced by obtuse systems. That is, on the probability space \((A^N, A \otimes N, P \otimes N)\), we consider a sequence \((X(p))_{p \in \mathbb{N}}\) of independent random variables with the same law as a given centered normalized random variable \( X \).

Recalling the notations of Section 2, for any \( A \in \mathcal{P} \), we define the random variable
\[ X_A = \prod_{(p,i) \in A} X^i(p) \]
with the convention
\[ X_{\emptyset} = 1. \]

**Proposition 4.** The family \( \{X_A; A \in \mathcal{P}\} \) forms an orthonormal basis of the space \( L^2(A^N, A \otimes N, P \otimes N) \).

**Proof.** For any \( A, B \in \mathcal{P} \) we have
\[ \langle X_A, X_B \rangle = E[X_A X_B] = E[X_{A \triangle B}] E[X_{A \cap B}^2] \]
by the independence of the \( X(p) \). For the same reason, the first term \( E[X_{A \triangle B}] \) gives 0 unless \( A \triangle B = \emptyset \), that is \( A = B \). The second term \( E[X_{A \cap B}^2] \) is then equal to \( \prod_{(p,i) \in A} E[X^i(p)^2] = 1 \). This proves the orthonormal character of the family \( \{X_A; A \in \mathcal{P}\} \).

Let us now prove that it generates a dense subspace of \( L^2(A^N, A \otimes N, P \otimes N) \). Had we considered random walks indexed by \( \{0, \ldots, N\} \) instead of \( \mathbb{N} \), the \( X_A, A \subset \{0, \ldots, N\} \) would have formed an orthonormal basis of \( L^2(A^N, A \otimes N, P \otimes N) \), for their dimensions are equal. Now any element \( f \) of \( L^2(A^N, A \otimes N, P \otimes N) \) can be approximated by a sequence \( (f_N) \) such that \( f_N \in L^2(A^N, A \otimes N, P \otimes N) \), for all \( N \), by taking conditional expectations on the trajectories of \( X \) up to time \( N \).  

For every obtuse random variable \( X \), we thus obtain a Hilbert space
\[ T\Phi(X) = L^2(A^N, A \otimes N, P \otimes N), \]
with a natural orthonormal basis \( \{X_A; A \in \mathcal{P}\} \) which emphasizes the independence of the \( X(p) \)'s. In particular there is a natural isomorphism between all the spaces \( T\Phi(X) \) which consists in identifying the associated bases.
In the same way, all these canonical spaces $T\Phi(X)$ of obtuse random walks are naturally isomorphic to the atom chain $T\Phi$ of previous section (again by identifying their natural orthonormal bases).

Of course this identification of Hilbert spaces does not mean much for the moment: in particular, it loses all the probabilistic properties of the random variables $X^i(p)$, be it individual (the law) or collective (probabilistic independence) properties.

The only way to recover the full probabilistic information on $X^i(p)$ in the Hilbert space formalism associated to $T\Phi$ is to consider the multiplication operator by $X^i(p)$ instead of the Hilbert space element $X^i(p)$. Indeed, if we know the representation in $T\Phi$ of the operator $M_{X^i(p)}$ of multiplication by $X^i(p)$ on $T\Phi(X)$, we know everything about the random variable $X^i(p)$ and its relation with other random variables. The above idea is what makes quantum probabilistic tools relevant for the study of classical probability; following this idea, the next theorem is one of the keys of this article. It is what allows us to translate probabilistic properties into operator-theoretic language, showing that all the obtuse random walks in $\mathbb{R}^n$ can be represented in a single space $T\Phi$ with very economical means: linear combinations of the operators $a^i_j(p)$.

**Theorem 5.** Let $X$ be an obtuse random variable, let $(X(p))_{p\in\mathbb{N}}$ be the associated random walk on the canonical space $T\Phi(X)$. Let $T$ be the sesqui-symmetric 3-tensor associated to $X$. Let $U$ be the natural unitary isomorphism from $T\Phi(X)$ to $T\Phi$; then, for all $p \in \mathbb{N}$, $i = \{1, \ldots, n\}$, we have

$$U M_{X^i(p)} U^* = a^0_i(p) + a^i_0(p) + \sum_{j,l=1}^n T^{jl} a^j_l(p).$$

**Proof.** It suffices to compute the action of $M_{X^i(p)}$ on the basis elements $X_A$, $A \in \mathcal{P}$. Denote by “$(p, \cdot) \notin A$” the claim “for no $i$ does $(p, i)$ belong to $A$”. Then, by Theorem 1, there exists a sesquisymmetric tensor $T$ on $\mathbb{R}^n$ such that

$$X^i(p) X_A = 1_{(p, \cdot) \notin A} X^i(p) X_A + \sum_{j=1}^n 1_{(p, j) \in A} X^j(p) X_A$$

$$= 1_{(p, \cdot) \notin A} X_{A \cup \{(p, j)\}} + \sum_{j=1}^n 1_{(p, j) \in A} X^j(p) X_{A \setminus \{(p, j)\}}$$

$$= 1_{(p, \cdot) \notin A} X_{A \cup \{(p, j)\}} + \sum_{j=1}^n 1_{(p, j) \in A} \left( \delta_{ij} + \sum_l T^{ij}_l X_l(p) \right) X_{A \setminus \{(p, j)\}}$$

$$= 1_{(p, \cdot) \notin A} X_{A \cup \{(p, j)\}} + \sum_{j=1}^n \sum_{l=1}^n 1_{(p, j) \in A} T^{ij}_l X_{A \setminus \{(p, j)\}} X_{A \setminus \{(p, j)\} \cup \{(p, i)\}}$$

and we recognize the formula for

$$a^0_i(p) X_A + a^i_0(p) X_A + \sum_{p, l} T^{ij}_l a^j_l(p) X_A.$$ 

Let us now return to quantum probabilistic structures and describe the Fock space and its approximation by the atom chain.

4. Approximation of the Fock space by atom chains

We recall the structure of the bosonic Fock space $\Phi$ and its basic objects (see e.g. [3] or [7] for details).
Let $\Phi = \Gamma^*_c(L^2(\mathbb{R}^+; \mathbb{C}^n))$ be the symmetric (bosonic) Fock space over the space $L^2(\mathbb{R}^+; \mathbb{C}^n)$. We shall here give a very efficient presentation of that space, the so-called Guichardet interpretation of the Fock space.

Let $I = \{1, \ldots, n\}$ and let $\mathcal{P}$ be the set of finite subsets $\{(s_1, i_1), \ldots, (s_k, i_k)\}$ of $\mathbb{R}^+ \times I$ such that the $s_i$ are mutually distinct (we use the same symbol as in the discrete case; the context will always prevent confusion). Then $\mathcal{P} = \bigcup_k \mathcal{P}(k)$ where $\mathcal{P}(k)$ is the set of $k$-elements subsets of $\mathbb{R}^+ \times I$. By ordering the $\mathbb{R}^+$-part of the elements of $\sigma \in \mathcal{P}(k)$, the set $\mathcal{P}(k)$ can be identified to the increasing simplex $\Sigma_k = \{0 < t_1 < \cdots < t_k\} \times I$ of $\mathbb{R}^k \times I$. Thus $\mathcal{P}(k)$ inherits a measured space structure from the product of Lebesgue measure on $\mathbb{R}^k$ and the counting measure on $I$. This also gives a measure structure on $\mathcal{P}$ if we specify that on $\mathcal{P}(0) = \emptyset$ we put the measure $\delta_0$. Elements of $\mathcal{P}$ are usually denoted by $\sigma$, the measure on $\mathcal{P}$ is denoted by the infinitesimal $d\sigma$. The $\sigma$-field obtained this way on $\mathcal{P}$ is denoted $\mathcal{F}$.

We identify any element $\sigma \in \mathcal{P}$ with a family $\{\sigma_1, \ldots, \sigma_n\}$ of (two by two disjoint) subsets of $\mathbb{R}^+$ where

$$\sigma_i = \{ s \in \mathbb{R}^+; (s, i) \in \sigma \}.$$ 

For a $s \in \mathbb{R}^+$ we denote by $[s]_i$ the element $\sigma = \{(\emptyset, \ldots, \emptyset, [s], \emptyset, \ldots, \emptyset\}$ of $\mathcal{P}$ where $[s]$ is at the $i$-th position.

The Fock space $\Phi$ is the space $L^2(\mathcal{P}, \mathcal{F}, d\sigma)$. An element $f$ of $\Phi$ is thus a measurable function $f: \mathcal{P} \to \mathbb{C}$ such that

$$\|f\|^2 = \int_{\mathcal{P}} |f(\sigma)|^2 d\sigma < \infty.$$

One can define, in the same way, $\mathcal{P}_{[a,b]}$ and $\Phi_{[a,b]}$ by replacing $\mathbb{R}^+$ with $[a,b] \subset \mathbb{R}^+$. There is a natural isomorphism between $\Phi_{[0,1]} \otimes \Phi_{[1, +\infty]}$ and $\Phi$ given by $h \otimes g \mapsto f$ where $f(\sigma) = h(\sigma \cap [0,1]) g(\sigma \cap (1, +\infty))$. Define also $1$ to be the vacuum vector, that is, $1(\sigma) = \delta_0(\sigma)$.

Define $\chi_i^t \in \Phi$ by

$$\chi_i^t(\sigma) = \begin{cases} 1_{[0,1]}(s) & \text{if } \sigma = [s]_i, \\ 0 & \text{otherwise}. \end{cases}$$

Then $\chi_i^t$ belongs to $\Phi_{[0,t]}$. We even have $\chi_i^t - \chi_i^s \in \Phi_{[s,t]}$ for all $s \leq t$. This last property allows to define a so-called Itô integral on $\Phi$. Indeed, let $(g_i^t)_{t \geq 0}$ be families in $\Phi$, for $i = 1, \ldots, n$, such that

(i) $t \mapsto \|g_i^t\|$ is measurable,
(ii) $g_i^t \in \Phi_{[0,t]}$ for all $t$,
(iii) $\int_0^\infty \|g_i^t\|^2 dt < \infty$,

then one defines $\sum_i \int_0^\infty g_i^t d\chi_i^t$ to be the limit in $\Phi$ of

$$\sum_i \sum_{j=0}^{\infty} \frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} P_t g_i^s ds \otimes (\chi_i^{t_{j+1}} - \chi_i^{t_j})$$

where $P_t$ is the orthogonal projection onto $\Phi_{[0,t]}$ and $\{t_j, j \in \mathbb{N}\}$ is a partition of $\mathbb{R}^+$, and the limit is taken along a sequence of refining partitions with mesh size going to zero. Note that $\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} P_t g_i^s ds$ belongs to $\Phi_{[0,t_j]}$, which explains the tensor product symbol in (2).

We get that $\sum_i \int_0^\infty g_i^t d\chi_i^t$ is an element of $\Phi$ with

$$\left( \int_0^\infty \|g_i^t\| dt \right)^2 = \sum_i \int_0^\infty \|g_i^t\|^2 dt.$$
Let \( f \in L^2(\mathcal{P}) \); one can easily define the iterated Itô integral on \( \Phi \).

\[
I_n(f) = \int_{\mathcal{P}} f(\sigma) d\chi^{i_1}_{t_1} \cdots d\chi^{i_n}_{t_n}
\]

by iterating the definition of the Itô integral. We use the following notation:

\[
I_n(f) = \int_{\mathcal{P}} f(\sigma) d\chi_{\sigma}
\]

which we extend, in an obvious way, to any \( f \in \Phi \). We then have the following important representation.

**Theorem 6.** Any element \( f \) of \( \Phi \) admits an abstract chaotic representation

\[
f = \int_{\mathcal{P}} f(\sigma) d\chi_{\sigma}
\]

with

\[
\|f\|^2 = \int_{\mathcal{P}} |f(\sigma)|^2 d\sigma
\]

and an abstract predictable representation

\[
f = f(\emptyset)1 + \sum_{i=0}^{\infty} \int_0^\tau D_i f d\chi_i
\]

with

\[
\|f\|^2 = |f(\emptyset)|^2 + \sum_{i=0}^{\infty} \int_0^\tau \|D_i f\|^2 ds
\]

where \([D_i f](\sigma) = f(\sigma \cup \{s\}) 1_{\sigma \subseteq [0,t]}\).

Let us now recall the definitions of the basic noise operators \( a^i_j(t), i, j = 0, \ldots, n \), on \( \Phi \). They are respectively defined by

\[
[a^0_i f](\sigma) = \sum_{s \in \sigma \cap [0,t]} f(\sigma \setminus \{s\}),
\]

\[
[a^i_0 f](\sigma) = \int_0^t f(\sigma \cup \{s\}) ds,
\]

\[
[a^i_j f](\sigma) = \sum_{s \in \sigma \cap [0,t]} f(\sigma \setminus \{s\} \cup \{s\})
\]

for \( i, j \neq 0 \) and

\[
a^0_0(t) = t I.
\]

There is a good common domain to all these operators, namely

\[
\mathcal{D} = \left\{ f \in \Phi ; \int_{\mathcal{P}} |\sigma||f(\sigma)|^2 d\sigma < \infty \right\}.
\]
Let $\mathcal{S} = \{0 = t_0 < t_1 < \cdots < t_p < \cdots \}$ be a partition of $\mathbb{R}^+$ and $\delta(\mathcal{S}) = \sup |t_{i+1} - t_i|$ be the diameter of $\mathcal{S}$. For fixed $\mathcal{S}$, define $\Phi_p = \Phi_{[t_p, t_{p+1})}$, $i \in \mathbb{N}$. We then have $\Phi \simeq \bigotimes_{p \in \mathbb{N}} \Phi_p$ (with respect to the stabilizing sequence $(\mathbb{I})_{p \in \mathbb{N}}$).

For all $p \in \mathbb{N}$, define for $i, j \neq 0$

$$X^i(p) = \frac{x^i_{p+1} - x^i_p}{\sqrt{t_{p+1} - t_p}} \in \Phi_p,$$

$$a^0_i(p) = \frac{a^0_{l_{p+1}}(t_{p+1}) - a^0_{l_p}(t_p)}{\sqrt{t_{p+1} - t_p}} P_{1}],$$

$$a^j_i(p) = P_{1]}(a^j_{l_{p+1}}(t_{p+1}) - a^j_{l_p}(t_p))P_{1],$$

$$a^0_j(p) = \frac{a^0_{l_{p+1}}(t_{p+1}) - a^0_{l_p}(t_p)}{\sqrt{t_{p+1} - t_p}},$$

where $P_{1]}$ is the orthogonal projection onto $L^2(\mathcal{P}(1))$ and where the above definition of $a^0_i(p)$ is understood to be valid on $\Phi_p$ only, with $a^0_i(p)$ being the identity operator $I$ on the others $\Phi_q$’s (the same is automatically true for $a^0_i$, $a^0_j$). We put $a^0_0(p) = I$.

**Proposition 7.** We have

$$\begin{cases}
    a^0_i(p)X^j(p) = \delta_{ij} \mathbb{I}, \\
    a^0_i \mathbb{I} = 0, \\
    a^j_i(p)X^k(p) = \delta_{ik}X^j(p), \\
    a^j_i \mathbb{I} = 0, \\
    a^0_j(p)X^i(p) = 0, \\
    a^0_j(p) \mathbb{I} = X^j(p).
\end{cases}$$

Thus the action of the operators $a^j_i$ on the $X^i(p)$ is similar to the action of the corresponding operators on the atom chain of section two. We are now going to construct the atom chain inside $\Phi$.

We are still given a fixed partition $\mathcal{S}$. Define $T\Phi(\mathcal{S})$ to be the space of vectors $f \in \Phi$ which are of the form

$$f = \sum_{A \in \mathcal{P}_N} f(A)X_A$$

(with $\|f\|^2 = \sum_{A \in \mathcal{P}_N} |f(A)|^2 < \infty$).

The space $T\Phi(\mathcal{S})$ is thus clearly identifiable to the atom chain $T\Phi$; the operators $a^j_i(p)$ act on $T\Phi(\mathcal{S})$ exactly in the same way as the corresponding operators on $T\Phi$. We have completely embedded the toy Fock space into the Fock space.

Let $\mathcal{S} = \{0 = t_0 < t_1 < \cdots < t_p < \cdots \}$ be a fixed partition of $\mathbb{R}^+$. The space $T\Phi(\mathcal{S})$ is a closed subspace of $\Phi$. We denote by $P_{\mathcal{S}}$ the operator of orthogonal projection from $\Phi$ onto $T\Phi(\mathcal{S})$.

We are now going to prove that the Fock space $\Phi$ and its basic operators $a^j_i(t)$ can be approached by the toy Fock spaces $T\Phi(\mathcal{S})$ and their basic operators $a^j_i(p)$.

We are given a sequence $(\mathcal{S}_p)_{p \in \mathbb{N}}$ of partitions which are getting finer and finer and whose diameter $\delta(\mathcal{S}_p)$ tends to 0 when $p$ tends to $+\infty$. Let $T\Phi(p) = T\Phi(\mathcal{S}_p)$ and let $P_p$ be the orthogonal projector onto $T\Phi(\mathcal{S}_p)$, for all $p \in \mathbb{N}$.
Theorem 8.

(i) For every \( f \in \Phi \) there exists a sequence \( (f_p)_{p \in \mathbb{N}} \) such that \( f_p \in \mathbb{T} \Phi(p) \), for all \( p \in \mathbb{N} \), and \( (f_p)_{p \in \mathbb{N}} \) converges to \( f \) in \( \Phi \).

(ii) For all \( i, j \) let
\[
\varepsilon_{ij} = \frac{1}{2} (\delta_{ik} + \delta_{kj}).
\]

If \( S_p = \{0 = t^p_0 < t^p_1 < \cdots < t^p_k < \cdots \} \), then for all \( t \in \mathbb{R}^+ \), the operators
\[
\sum_{k; t^p_k \leq t} (t^p_{k+1} - t^p_k) \varepsilon_{ij}(k)
\]
converge strongly on \( D \) to \( a^j_0(t) \).

**Proof.** (i) As the \( S_p \) are refining then the \( (P_p)_p \) form an increasing family of orthogonal projections in \( \Phi \). Let \( P_\infty = \vee_p P_p \). Clearly, for all \( s \leq t \), all \( i \) we have that \( \chi^t_i - \chi^s_i \) belongs to \( \text{Ran} P_\infty \). But by the construction of the Itô integral and by Theorem 5, we have that the \( \chi^t_i - \chi^s_i \) generate \( \Phi \). Thus \( P_\infty = I \). Consequently if \( f \in \Phi \), the sequence \( f_p = P_p f \) satisfies the statements.

(ii) The convergence of \( \sum_{k; t^p_k \leq t} (t^p_{k+1} - t^p_k) \varepsilon_{ij}(k) \) to \( a^j_0(t) \) is easy from the definitions when \( i \neq 0 \). Let us check the case of \( a^0_0 \). We have, for \( f \in D \)
\[
\left[ \sum_{k; t^p_k \leq t} \sqrt{t^p_{k+1} - t^p_k} a^0_0(k) \right] (\sigma) = \sum_{k; t^p_k \leq t} \chi_{|\sigma| \in [t^p_k, t^p_{k+1})} \sum_{s \in \sigma \cap [t^p_k, t^p_{k+1})} f(\sigma \setminus \{s\}).
\]

Put \( t^p = \inf\{t^p_0 \in S_p; t^p_k \geq t\} \). We have
\[
\left\| \sum_{k; t^p_k \leq t} \sqrt{t^p_{k+1} - t^p_k} a^0_0(k) - \right. \left. a^0_0(t) \right\|^2 \leq 2 \int \left\| \sum_{s \in \sigma \cap [t, t^p]} f(\sigma \setminus \{s\}) \right\|^2 \ ds + 2 \int \left\| \sum_{k; t^p_k \leq t} \chi_{|\sigma| \in [t^p_k, t^p_{k+1})} \sum_{s \in \sigma \cap [t^p_k, t^p_{k+1})} f(\sigma \setminus \{s\}) \right\|^2 \ ds.
\]

For any fixed \( \sigma \), the terms inside each of the integrals above converge to 0 when \( p \) tends to \( +\infty \). Furthermore we have, for large enough \( p \),
\[
\int \left\| \sum_{s \in \sigma \cap [t, t^p]} f(\sigma \setminus \{s\}) \right\|^2 \ ds \leq \int |\sigma| \sum_{s \in \sigma \cap [t, t^p]} \left| f(\sigma \setminus \{s\}) \right|^2 \ ds = \int \int (|\sigma| + 1) \left| f(\sigma) \right|^2 \ ds \ d\sigma \leq (t + 1) \int (|\sigma| + 1) \left| f(\sigma) \right|^2 \ d\sigma
\]
which is finite for \( f \in D \).
let us recall some basic facts about normal martingales in $\mathbb{R}^n$. Except for Theorem 13, all the statements in this section are taken from [4].

In the same way as the Fock space $\Phi = \Gamma(L^2(\mathbb{R}^+; \mathbb{C}))$ admits probabilistic interpretations in terms of one-dimensional normal martingales (see [3]), the multiple Fock space $\Phi = \Gamma(L^2(\mathbb{R}^+; \mathbb{C}^n))$ admits probabilistic interpretations in terms of multidimensional normal martingales. The point here is that the extension of the notion of normal martingale, structure equation... to the multidimensional case is not so immediate. Some interesting algebraic structures appear.

A martingale $X = (X^1, \ldots, X^n)$ with values in $\mathbb{R}^n$ is called normal if $X_0 = 0$ and if, for all $i$ and $j$, the process $X^i_t X^j_t - \delta_{ij} t$ is a martingale. This is equivalent to saying that

$$(X^i_t, X^j_t)_t = \delta_{ij} t$$

for all $t \in \mathbb{R}^+$, or else this is equivalent to saying that the process

$$[X^i_t, X^j_t]_t = \delta_{ij} t$$

is a martingale.

A normal martingale $X = (X^1, \ldots, X^n)$ in $\mathbb{R}^n$ is said to satisfy a structure equation if each of the martingales $[X^i, X^j]_t = \delta_{ij} t$ is a stochastic integral with respect to $X$:

$$[X^i, X^j]_t = \delta_{ij} t + \sum_{k=1}^n \int_0^t T^{ij}_k(s) \, dX^k_s$$

where the $T^{ij}_k$ are predictable processes.

Any family $\{A^{ij}_k; i, j, k \in \{1, \ldots, n\}\}$ of real numbers is identified to a 3-tensor, that is, a linear map $A$ from $\mathbb{R}^n$ to $\mathbb{R}^n \otimes \mathbb{R}^n$ by

$$(Ax)_i = \sum_{k=1}^n A^{ij}_k x_k.$$  

Such a family is said to be diagonalizable in some orthonormal basis if there exists an orthonormal basis $\{e^1, \ldots, e^n\}$ of $\mathbb{R}^n$ for which

$$A e^k = \lambda_k e^k \otimes e^k$$

for all $k = 1, \ldots, n$ and for some eigenvalues $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$.

A family $\{A^{ij}_k; i, j, k \in \{1, \ldots, n\}\}$ is called doubly symmetric if
(i) \((i, j, k) \mapsto A_{ij}^k\) is symmetric on \([1, \ldots, n]^3\) and
(ii) \((i, j, i', j') \mapsto \sum_{k=1}^n A_{ij}^k A_{i'j'}^k\) is symmetric on \([1, \ldots, n]^4\).

**Theorem 9.** For a family \(\{A_{ij}^k : i, j, k \in [1, \ldots, n]\}\) of real numbers, the following assertions are equivalent.

(i) \(A\) is doubly symmetric.

(ii) \(A\) is diagonalizable in some orthonormal basis.

This means that the condition of being doubly symmetric is the exact extension to 3-tensors of the symmetry property for matrices (2-tensors): it is the necessary and sufficient condition for being diagonalizable in some orthonormal basis.

A family \([x^1, \ldots, x^k]\) of elements of \(\mathbb{R}\) is called orthogonal family if the \(x^i\) are all different from 0 and are two by two orthogonal.

**Theorem 10.** There is a bijection between the doubly symmetric families \(A\) of \(\mathbb{R}^n\) and the orthogonal families \(\Sigma\) which is given by

\[
Af = \sum_{x \in \Sigma} \frac{1}{\|x\|^2} \langle x, f \rangle x \otimes x
\]

and

\[
\Sigma = \{x \in \mathbb{R}^n \setminus \{0\}; \ Ax = x \otimes x\}.
\]

These algebraic preliminaries are used to determine the behaviour of the multidimensional normal martingales.

**Theorem 11.** Let \(X\) be a normal martingale in \(\mathbb{R}^n\) satisfying a structure equation

\[
[X^i, X^j]_t = \delta_{ij} t + \sum_{k=1}^n \int_0^t T_{ij}^k(s) \, dX^k_s.
\]

Then for a.a. \((t, \omega)\) the family \(\{T_{ij}^k(s, \omega) : i, j, k = 1, \ldots, n\}\) is doubly symmetric. If \(\Sigma_t(\omega)\) is its associated orthogonal system and if \(\pi_t(\omega)\) denotes the orthogonal projection onto \((\Sigma_t(\omega))^\perp\), then the continuous part of \(X\) is given by

\[
X^c_{t} = \sum_{j=1}^n \int_0^t \pi_{ij}^k \, dX^k_s;
\]

the jumps of \(X\) happen only at totally inaccessible times and they satisfy

\[
\Delta X_t(\omega) \in \Sigma_t(\omega).
\]

We can now study a basic example. The simplest case occurs when \(T\) is constant in \(t\). Contrarily to the unidimensional case, this situation is already rather rich.

**Proposition 12.** Let \(T\) be a doubly symmetric family on \(\mathbb{R}^n\). Let \(\Sigma\) be its associated orthogonal system. Let \(B\) be a standard Brownian motion with values in the Euclidian space \(\Sigma^\perp\). For each \(x \in \Sigma\), let \(N^x\) be a Poisson process with intensity \(\|x\|^{-2}\). We assume \(B\) and all the \(N^x\) to be independent. Then the martingale

\[
X_t = B_t + \sum_{x \in \Sigma} \left(N^x_t - \|x\|^{-2} t\right)x
\]
satisfies the constant coefficient structure equation

\[ [X^i, X^j]_t = \delta_{ij} t + \sum_{k=1}^n T_{ij}^k X^k_t. \]

Conversely, every normal martingale which is solution of the above equation has the same law as \( X \).

Finally, let us recall a particular case of a theorem proved in [2], which has the advantage of not needing the introduction of quantum stochastic integrals and of being sufficient for our purpose.

**Theorem 13.** Let \( X \) be a normal martingale in \( \mathbb{R}^n \) which satisfies a structure equation of the above form:

\[ [X^i, X^j]_t = \delta_{ij} t + \sum_{k=1}^n T_{ij}^k X^k_t. \]

Then \( (X_t)_t \) possesses the chaotic representation property. Furthermore, the space \( L^2(\Omega, \mathcal{F}, P) \), where \( (\Omega, \mathcal{F}, P) \) is the canonical space associated with \( (X_t)_t \), is naturally isomorphic to \( \Phi \), by identification of the chaotic expansion of \( f \) with the element \( \tilde{f} \) of \( \Phi \) whose abstract chaotic expansion has the same coefficients.

Within this identification the operator of multiplication by \( X^k_t \) is equal to

\[ M_{X^k_t} = a_0^k(t) + a_0^k(t) + \sum_{i,j=1}^n T_{ij}^k a_j^i(t). \]

### 6. Convergence to normal martingales

Now we can close the circle under the form of a kind of commutative diagram and establish some convergence theorem.

Starting from an obtuse random variable \( X \) depending on a parameter \( h \in \mathbb{R}^+ \), with associated sesqui-symmetric tensor \( T \), we associate a sequence \( (X_p)_{p \in \mathbb{N}} \) of i.i.d. random variables with the same law as \( X \). By Theorem 2, the renormalized sequence \( \tilde{X} = \sqrt{h}X \) satisfies the discrete time structure equation

\[ \tilde{X} \otimes \tilde{X} = hI + T(\tilde{X}) \]

where \( \tilde{T}_{ij}^k = \sqrt{h}T_{ij}^k \). The tensor \( T \) is \( h \) sesqui-symmetric, i.e. \( (i,j,k) \mapsto T_{ij}^k \) is symmetric and

\[ (i,j,l,m) \mapsto \sum_k T_{ij}^k T_{lm}^k + h\delta_{ij}\delta_{lm} \]

is symmetric.

Theorem 5 shows that the associated multiplication operator by \( \tilde{X} \) is given by

\[ U M_{\tilde{X}(k)} U^* = \sqrt{h}(a_0^0(k) + a_0^0(k)) + \sum_{j,l=1}^n \tilde{T}_{ij}^l a_j^l(k). \]

By Proposition 7 we can embed this situation inside the Fock space \( \Phi \) and we get a family of operators on \( \Phi \) such that

\[ \sum_{k \leq \lfloor t/h \rfloor} U M_{\tilde{X}(k)} U^* \]
converges strongly on $D$ to
\[ X_t = a^0_i(t) + a^1_i(t) + \sum_{j,l=1}^n S^j_l a^j_l(t) \]
if the limits $S^j_l = \lim_{h \to 0} \tilde{T}^j_l$ exist, by Theorem 8. Because of relation (ii') above, the limit tensor $S$ is automatically doubly-symmetric.

Thus by Theorem 13, the operators $X_t$ are the canonical multiplication operators by a normal martingale, solution of the structure equation
\[ [X^i, X^j]_t = \delta_{ij} t + \sum_{k=1}^n S^i_j k X^k_t. \]

From the above we see that only the coefficients $\tilde{T}^i_j k$ which admit a limit $S^i_j k$, when $h \to 0$, contribute to the limit normal martingale $(X_t)_{t \geq 0}$. This means that only the coefficients $T^i_j k$ which have a dominant term of order $1/\sqrt{h}$ will contribute non-trivially to the limit. A smaller dominant term gives 0 in the limit and a larger dominant term will not admit a limit.

If the obtuse random variable $X$ is given one direction for which its probability is of order $h$, then, by Proposition 1(iv), the length of the jump in that direction is of order $1/\sqrt{h}$. The associated tensor will then get terms $T^i_j k$ of order $1/\sqrt{h}$ too (Theorem 3). Thus in the limit this terms will participate to the tensor $S$. By Proposition 12, these terms $S^i_j k$ will participate to the Poisson-type behaviour of the normal martingale.

In the same way one gets easily convinced that the directions of $X$ which are visited with a probability of constant order, or of bigger order than $h$ will contribute to the diffusive part of the martingale.

Note that, in order to understand the above discussion in probabilistic terms it is not necessary to go through the representation in terms of creation and annihilation operators. One can directly approximate a normal martingale in $\mathbb{R}^n$ by some obtuse random walks (this was achieved explicitly in [8]). Our purpose here was not to detail this approximation, but to show how it is naturally related to the approximation of the Fock space by state spaces of $(n+1)$-level atom chains.

We have already a convergence of the random walk to a normal martingale of which the law is given by Theorem 12. Yet this strong convergence of multiplication operators is not easy to translate into probabilistic language, because determining which random variables in $L^2(\Omega, \mathcal{F}, P)$ are sent to $D$ by identification is not an easy problem (it amounts to studying the integrability properties of the chaotic expansion of random variables). We actually encounter here a limitation of the operator-theoretic tools: proving the convergence in law in the above case through the quantum setup is surprisingly difficult. Displaying this difficult proof is of little interest in this paper, so that we are content with a simpler, classical proof.

**Theorem 14.** With the above notations, the random variable
\[ \sqrt{h} \sum_{k=1}^{[t/h]} X(k) \]
converges to $X_t$ in law, for all $t$.

**Proof.** For $\lambda$ in $\mathbb{R}^n$ we consider the quantity
\[ \mathbb{E} \left( \exp i \langle \lambda, \sqrt{h} \sum_{k=1}^{[t/h]} X(k) \rangle \right). \]
By the independence of the $X(p)$’s it is equal to
\[ E(\exp(i\lambda, \sqrt{h}X))^{[t/h]} \]
so that we consider
\[ E(\exp(i\lambda, \sqrt{h}X)) = 1 + \sum_{p=1}^{\infty} \frac{i^p}{p!} E(\lambda, \sqrt{h}X)^p; \]
now it is easy to prove by induction that, for $p \geq 3$,
\[ E(\tilde{X}_{i_1}, \ldots, \tilde{X}_{i_p}) = h^p \sum_{k_1, \ldots, k_{p-2}} \tilde{T}_{i_1k_1}^{k_1} \tilde{T}_{i_2k_2}^{k_2} \cdots \tilde{T}_{i_{p-1}k_{p-2}}^{k_{p-2}} = h \left( \sum_{k_1, \ldots, k_{p-2}} S_{i_1k_1}^{k_1} S_{i_2k_2}^{k_2} \cdots S_{i_{p-1}k_{p-2}}^{k_{p-2}} + o(1) \right) \]
where the negligible term $o(1)$ is bounded by
\[ (n + 1)^p \sup_{i,j,k} |\tilde{T}_{ij}^{ij} - S_{i}^{ij}|. \]

Let us assume that we are working in an orthogonal basis which is diagonal for the tensor $S$ (see Theorem 9); then $S_{ij}^{ij} = 1$ if $i = j = k$ are in a given set of indices $I$ and all other coefficients are zero.

An application of Lebesgue’s dominated convergence theorem now gives
\[ E(\exp\left(\frac{i}{\sqrt{h}} \sum_{k=1}^{[t/h]} X(k)\right)) = \left( 1 - \frac{h}{2} \sum_{j} \lambda_j^2 + h \sum_{p=3}^{\infty} \sum_{j \in I} \frac{i^p \lambda_j^p}{p!} + o(h) \right)^{[t/h]} \]
which converges as $h$ goes to zero, to
\[ \exp\left( t \sum_{j \notin I} \left(-\frac{\lambda_j^2}{2}\right) + t \sum_{j \in I} (\exp(i\lambda_j - i\lambda_j - 1)) \right) \]
which from Proposition 12 is the characteristic function of $X_t$. \(\Box\)

7. Some approximations of 2-dimensional noises

We end this article by computing some simple and illustrative examples in the case $n = 2$.

We consider, in the case $n = 2$, an obtuse random variable $X$ which takes the values $v_1 = (a, 0)$, $v_2 = (b, c)$ and $v_3 = (b, d)$ with respective probabilities $p$, $q$, $r$. In order that $X$ be obtuse we put
\[ a = \sqrt{1/p - 1}, \quad b = -1/a, \quad c = \sqrt{1/q - 1 - b^2}, \quad d = -\sqrt{1/r - 1 - b^2}. \]

Let us call $S$ this set of values for $X$ and $p_s$ the probability associated to $s \in S$. The associated sesqui-symmetric 3-tensor $T$ is given by
\[ T(v) = \sum_{s \in S} p_s(s, x) s \otimes s. \]

For example, in the case $p = 1/2$, $q = 1/3$ and $r = 1/6$ we get $a = 1$, $b = -1$, $c = 1$ and $d = -2$. The tensor $T$ is then given by
\[ T(v) = \begin{pmatrix} 0 & -y & -y \\ -y & -x & -x \\ -y & -x & -x \end{pmatrix} \]
if $v = (x, y)$. Thus the multiplication operator by $X_1$ is equal to
\[ X_1 = a_1^0 + a_1^0 - a_2^2 \]

and the multiplication operator by \( X_2 \) is equal to
\[ X_2 = a_2^0 + a_2^0 - (a_2^1 + a_1^0 + a_2^2). \]

Now we consider a random walk \((X(k))_{k \geq 0}\) made of independent copies of this random variable \( X \), with time step \( h \). In the framework of the Fock space approximation described above, the operator
\[
\sum_{k; \, kh \leq t} \sqrt{h} X_1(k)
\]
converges, both in the sense of convergence of multiplication operators and in law, to
\[ a_0^1(t) + a_0^1(t) \]
and the operator
\[
\sum_{k; \, kh \leq t} \sqrt{h} X_2(k)
\]
converges to
\[ a_0^2(t) + a_0^2(t). \]

This means that the limit process \( X(t) \) is a 2-dimensional Brownian motion. Indeed, the above representation shows that the associated doubly-symmetric tensor \( \Phi \) is null and thus \( X \) satisfies the structure equation
\[
d[X_1, X_1] = dt,

d[X_1, X_2] = 0,

d[X_2, X_2] = dt
\]
which is exactly the structure equation verified by two independent Brownian motions.

It is clear, that whatever the values of \( p, q, r \) are, if they are independent of the time step parameter \( h \), we will always obtain a 2-dimensional Brownian motion as a limit of this random walk.

When some of the probabilities \( p, q \) or \( r \) depend on \( h \) the behaviour is very different. Let us follow two examples.

In the case \( p = 1/2, q = h \) and \( r = 1/2 - h \) we get
\[
a = 1, \quad b = -1, \quad c = \frac{1}{\sqrt{h}} + O(h^{1/2}), \quad d = -2\sqrt{h} + o(h^{3/2}).
\]

For the tensor \( T \) we get
\[
T(v) = \begin{pmatrix} 0 + o(h^{5/2}) & -y + o(h^2) \\ -y + o(h^2) & \frac{y}{\sqrt{h}} - x + o(h^{1/2}) \end{pmatrix}.
\]

The multiplication operators are then given by
\[ X_1 = a_1^0 + a_1^0 - a_2^2 + O(h^2) \]
and
\[ X_2 = a_2^0 + a_2^0 - (a_2^1 + a_1^0) + \frac{1}{\sqrt{h}} a_2^2 + O(h^{1/2}). \]

In the same limit as above we thus obtain the operators
\[ a_0^1(t) + a_0^1(t) \]
and

and

and

This means that the coordinate \( X_1(t) \) is a Brownian motion and \( X_2(t) \) is an independent Poisson process, with intensity 1 and directed upwards. Indeed, the associated tensor \( \Phi \) is given by

\[
\Phi(v) = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}
\]

and the associated structure equation is

\[
\begin{align*}
\text{d}[X_1, X_1] & = \text{d}t, \\
\text{d}[X_1, X_2] & = 0, \\
\text{d}[X_2, X_2] & = \text{d}t + \text{d}X_2(t)
\end{align*}
\]

which is the structure equation of the process we described.

The last example we shall treat is the case \( p = 1 - 2h, q = r = h \). We get, for the dominating terms

\[
a = \sqrt{2}\sqrt{h}, \quad b = -\frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}}, \quad c = \frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}}, \quad d = -\frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}},
\]

and

\[
X_1 = a_0^1 + a_0^0 - \frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}} a_2^2 + \frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}} a_1^1,
\]

\[
X_2 = a_0^2 + a_0^0 - \frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}} (a_1^2 + a_1^1).
\]

The limit process is then solution of the structure equation

\[
\begin{align*}
\text{d}[X_1, X_1] & = \text{d}t - \frac{1}{\sqrt{2}} \text{d}X_1(t), \\
\text{d}[X_1, X_2] & = \frac{1}{\sqrt{2}} \text{d}X_2(t), \\
\text{d}[X_2, X_2] & = \text{d}t - \frac{1}{\sqrt{2}} \text{d}X_1(t).
\end{align*}
\]

The associated tensor is easy to diagonalise and one finds the eigenvectors

\((-1/\sqrt{2}, 1/\sqrt{2}) \) and \((-1/\sqrt{2}, -1/\sqrt{2})\).

The limit process is made of two independent Poisson processes, with intensity 2 and respective direction \((-1, 1)\) and \((-1, -1)\).
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