Moments of passage times for Lévy processes
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Abstract
We give necessary and sufficient conditions, in terms of characteristics of the process, for finiteness of moments of passage times of general Lévy processes above horizontal, linear or certain curved boundaries. They apply in particular to processes which drift almost surely to infinity, and lead to estimates of the rate of growth of certain expectations, constituting generalised kinds of renewal theorems. Further results concern the inverse local time at the maximum and the ladder height process, the amount of time spent below a given level, and the overall minimum of the Lévy process.
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1. Introduction and main results
Consider a Lévy process \( X = \{X_t\}_{t \geq 0} \) with \( E e^{i \theta X_t} = e^{\psi(\theta)}, \ t \geq 0 \), where the Lévy exponent \( \psi \) is given by the Lévy–Khintchine formula [1, pp. 12–13]

\[
\psi(\theta) = i \gamma \theta - \frac{1}{2} \sigma^2 \theta^2 + \int_{(-\infty, \infty)} (e^{i \theta x} - 1 - i \theta x \mathbf{1}_{[-1, -1]}) \pi(dx).
\] (1.1)
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The quantities $\gamma$, $\sigma^2$ and $\Pi$ are called the characteristics of $X$. Eq. (1.1) is the analytic counterpart of the following standard decomposition (see [11, p. 120]): we have $X_0 = 0$ and

$$X_t = \gamma t + \sigma B_t + X^{(1)}_t + X^{(2)}_t,$$

(1.2)

where $B$ is a standard Brownian motion, $X^{(1)}$ has Lévy exponent

$$\Psi^{(1)}(\theta) = \int_{(-\infty, \infty)} (e^{i\theta x} - 1 - i\theta x) \mathbf{1}_{[-1, -1]} d\Pi(x),$$

(1.3)

and consequently has expectation 0 and finite moments of all orders, and $X^{(2)}$ is the compound Poisson process with Lévy exponent

$$\Psi^{(2)}(\theta) = \int_{(-\infty, \infty)} (e^{i\theta x} - 1)(\mathbf{1}_{(1, \infty)} + \mathbf{1}_{(-\infty, -1)} ) d\Pi(x).$$

(1.4)

Our main objects of study are the first and last passage times, defined by

$$T_r = \inf\{t: X_t > r\}, \quad r > 0$$

(1.5)

(with $T_r = \infty$ if the set on the right-hand side is empty) and

$$A_r = \sup\{t: X_t \leq r\}, \quad r \geq 0,$$

(1.6)

and our main objective is to provide necessary and sufficient conditions, expressed in terms of the characteristics of $X$, for these random variables to have finite moments. These lead to kinds of generalised renewal theorems.

In random walk theory, $T_0$, the first increasing ladder epoch in a discrete time random walk, plays a key role in the study of first passage times, and is used in a crucial way in [8], which is our point of departure for the present paper. But $T_0$, the analogous object in the continuous time context, defined as in (1.5) (with $r = 0$), in many cases of interest equals 0 almost surely (a.s.), and some of the methods of [8] fail. Thus our approach cannot simply be a matter of transferring the random walk results into the continuous time framework in a mechanical way. To bypass this difficulty we use an approach due to Doney [4] (see Proposition 8 below) which gives very convenient stochastic bounds for the process in terms of random walks. In our context the analogous result for $T_0$ is formulated by introducing the local time at the maximum, and an appropriate Lévy process version of the existence of moments of $T_0$ is in (1.17) below. For this purpose, let $L^{-1} = (L^{-1}(t), t \geq 0)$ denote the increasing ladder time process (inverse local time at the maximum) of $X$, with exponent $\kappa(q) = -\log E(e^{-qL^{-1}(1)})$. The increasing ladder height process will be denoted by $H$. See Bertoin [1], Chapter VI, for these.

To state our results we write, for $x > 0$, $\Pi^+(x) = \Pi((x, \infty))$, $\Pi^-(x) = \Pi((\infty, -x))$, and

$$A(x) = \gamma + \Pi^+(1) - \Pi^-(1) + \int_{1}^{x} (\Pi^+(y) - \Pi^-(y)) dy,$$

(1.7)

which is a kind of truncated mean; when $E|X_1| < \infty$ then $A(x) \to EX_1$ as $x \to \infty$. Let $X^\# = (-X_t, \ t \geq 0)$, and denote its Lévy measure by $\Pi^\#$. We will also need

$$J_\# = \int_{(1, \infty)} \left(\frac{x}{\Pi^+(1) + \int_{1}^{x} \Pi^+(y) dy}\right) \Pi^\#(dx)$$

(1.8)

(when the denominator is positive; otherwise $J_\#$ need not be defined). This is relevant because it was shown in Doney and Maller [5] that $\lim_{t \to \infty} X_t = \infty$ a.s. if and only if

$$J_\# < \infty = \int_{1}^{x} \Pi^+(y) dy \quad \text{or} \quad 0 < EX_1 \leq E|X_1| < \infty,$$

(1.9)
which complements the less explicit criterion (Bertoin [1, p. 167]), that
\[
\int_1^\infty t^{-1} P(X_t \leq 0) \, dt < \infty.
\]
(1.10)

[5] also shows that \( \lim_{t \to \infty} X_t / t = \infty \) a.s. if and only if the first condition in (1.9) holds.

Since all our results are invariant under scaling, when \( \Pi \) is not identically zero (so that \( X \) does not reduce to Brownian motion) we can and will assume that \( c_1 = \overline{\Pi}^+ (1) + \overline{\Pi}^- (1) > 0 \). Then we write (see (1.2))
\[
X^{(2)}_0 = 0, \quad X^{(2)}_t = \sum_{i=1}^{N_t} J_i, \quad t > 0,
\]
(1.11)
where the \( J_i \) are i.i.d. (independent and identically distributed) with
\[
P(J_1 \in dx) = c^{-1} (1_{(1, \infty)} + 1_{(-\infty, -1)}) \Pi(dx)
\]
(1.12)
and \( \{N_t, t \geq 0\} \) is a Poisson process of rate \( c_1 \). The \( J_i, \{N_t, t \geq 0\}, X^{(1)} \) and \( B \) are all independent of each other.

Our first task is to give a Lévy process version of Theorem 2.1 in [8].

**Theorem 1.** Fix \( \alpha \geq 0 \). The following are equivalent:
\[
\int_1^\infty t^{\alpha-1} P(X_t \leq r) \, dt < \infty \quad \text{for some (hence every) } r \geq 0;
\]
(1.13)
there is an \( x_0 > 0 \) such that \( A(x) > 0 \) for \( x \geq x_0 \), and
\[
\int_{(x_0, \infty)} \left( \frac{x}{A(x)} \right)^{1+\alpha} \Pi^#(dx) < \infty;
\]
(1.14)
\[ET_t^{1+\alpha} < \infty \quad \text{for some (hence every) } r > 0;\]
(1.15)
\[EA_t^\alpha < \infty \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha > 0;\]
(1.16)
\[P(A_r < \infty) = 1 \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha = 0;\]
\[E(L^{-1}(1))^{1+\alpha} < \infty.\]
(1.17)

**Remark.** (i) By the definitions of \( T_r \) and \( A_r \), (1.15) is equivalent to
\[
\int_0^\infty t^\alpha P(\sup_{0 \leq s \leq t} X_s \leq r) \, dt < \infty \quad \text{for some (hence every) } r \geq 0;
\]
and the conditions in (1.16) are equivalent to
\[
\int_0^\infty t^{\alpha-1} P(\inf_{s \geq t} X_s \leq r) \, dt < \infty \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha > 0,
\]
\[\lim_{t \to \infty} P(\inf_{s \geq t} X_s \leq r) = 0 \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha = 0.
\]
(ii) Condition (1.13) implies (1.10), hence it implies \( \lim_{t \to \infty} X_t = \infty \) a.s. Thus Theorem 1 deals only with processes that drift to \( +\infty \) a.s., or equivalently, with processes satisfying (1.9). If the first condition in (1.9) holds it is easy to verify that \( A(x) \sim \int_x^\infty \overline{\Pi}^+ (y) \, dy \to \infty \) as \( x \to \infty \), while \( \lim_{x \to \infty} A(x) = EX_1 > 0 \) if the second
condition in (1.9) holds. (See also Lemma 13 below.) Now \( \int_1^{\infty} x^{1+\alpha} \Pi^+(dx) \) converges if and only if \( E(X_1^{-1})^{\alpha+1} \) converges (Sato [11, p. 159]). Thus \( A(x) > 0 \) for all large \( x \) and (1.14) holds if and only if

\[
0 < EX_1 \leq E|X_1| < \infty \quad \text{and} \quad E(X_1^{-1})^{\alpha+1} < \infty,
\]

or

\[
\int_{(1,\infty)} \left( \frac{x}{\int_1^x \Pi^+(y)dy} \right)^{1+\alpha} \Pi^+(dx) < \infty = \int_1^{\infty} \Pi^+(x)dx.
\]

The next theorem gives a condition for \( ET_r^\alpha \) to be finite when \( 0 < \alpha < 1 \), and examines its rate of growth as \( r \to \infty \), \( 0 < \alpha < 1 \), when it is. Its proof will make use of the relation (Bertoin [1, p. 174])

\[
q \int_0^{\infty} e^{-qt} P(T_r > t) \, dt = \kappa(q)V^q(r),
\]

where \( r > 0, q > 0, \) and

\[
V^q(r) = \int_0^{\infty} E(e^{-qL^{-1}(t)1_{[H_t \leq r]}}) \, dt.
\]

In what follows we will use \( \asymp \) to mean that the ratio of two expressions is bounded below and above by two positive, finite constants for all sufficiently large \( r \).

**Theorem 2.** (i) (No assumptions on \( X \).) Let \( 0 < \alpha < 1 \) and \( r > 0 \). Then \( ET_r^\alpha < \infty \) if and only if \( q^{-\alpha-1}\kappa(q) \in L(0,1) \), or, equivalently, if

\[
\int_0^{1} q^{-\alpha} \exp \left\{ \int_1^{\infty} e^{-qt} t^{-1} P(X_t \leq 0) \, dt \right\} dq < \infty.
\]

If this holds then

\[
\Gamma(1-\alpha)ET_r^\alpha = \alpha \int_0^{\infty} q^{-\alpha-1}\kappa(q)V^q(r) \, dq, \quad \text{for all } r > 0.
\]

(ii) If \( \lim_{t \to \infty} X_t = +\infty \) a.s. (so that \( A(x) > 0 \) for large enough \( x \)) then

\[
ET_r \asymp \frac{r}{A(r)}, \quad \text{as } r \to \infty.
\]

Condition (1.21) is not completely explicit but it can be used for example when \( P(X_t < 0) \to 1-\rho \in [0,1] \) as \( t \to \infty \). Then it tells us that \( ET_r^\alpha < \infty \) if \( \alpha < \rho \) (as also follows when \( 0 < \rho < 1 \) from Bertoin [1, p. 173]). In particular, if \( X_t \to \infty \) as \( t \to \infty \) then \( ET_r^\alpha < \infty \) for each \( \alpha < 1 \) (but \( ET_r < \infty \) if and only if \( X_t \to \infty \) a.s. as \( t \to \infty \)). If we assume more we can get a completely explicit solution, as in the next theorem.

**Theorem 3.** (i) For a fixed \( \alpha > 0 \) for which the integral in (1.24) converges, we have \( A(x) > 0 \) for all large \( x \), and, as \( r \to \infty \),

\[
\frac{1}{\alpha} \int_1^{\infty} x^{1+\alpha} \Pi^+(dx) < \infty.
\]
\[ \int_1^\infty t^{\alpha-1} P(X_t \leq r) \, dt \asymp \left( \frac{r}{A(r)} \right)^\alpha; \]  

(1.24)

\[ ET_r^\alpha \asymp \left( \frac{r}{A(r)} \right)^\alpha; \]  

(1.25)

and

\[ E A_r^\alpha \asymp \left( \frac{r}{A(r)} \right)^\alpha. \]  

(1.26)

(ii) Assume only that \( \lim_{t \to \infty} X_t = \infty \) a.s. Then \( A(x) > 0 \) for all large \( x \) and

\[ \int_1^\infty t^{-1} P(X_t \leq r) \, dt \asymp \int_1^\infty t^{-1} P(\sup_{0 \leq s \leq t} X_s \leq r) \, dt \asymp \log \left( \frac{r}{A(r)} \right), \quad \text{as } r \to \infty. \]  

(1.27)

The next result adds to the equivalences in Theorem 1.

**Theorem 4.** Suppose \( \lim_{t \to \infty} X_t = \infty \) a.s., so that \( A(x) > 0 \) for all large \( x \), and \( \alpha > 0 \). Then (1.14) holds if and only if the following quantities have a finite moment of order \( \alpha \):

\[ T(\cdot) \mathbf{1}_{\{|T(\cdot)| < \infty\}}, \quad \text{where } T(\cdot) = \inf\{t: X_t < -r\}, \quad r \geq 0; \]  

(1.28)

\[ T_{\min} = \inf\{t: X_t \leq I_\infty \text{ or } X_{t-} \leq I_\infty\}, \quad \text{where } I_\infty = \inf_{0 < s < \infty} X_s; \]  

(1.29)

\[ O_r = \int_0^\infty \mathbf{1}_{\{|X_t| < r\}} \, dt, \quad r \geq 0. \]  

(1.30)

A further set of results in Proposition 4.1 of [8] gives a different, but related necessary and sufficient condition for some other quantities to have a finite moment of order \( \alpha \). (See also [7].) To give the analogues for Lévy processes we need to introduce the process \( H^\# = (H^\#_s, s \geq 0) \), which is the ladder height process for \( X^\# \).

**Theorem 5.** Assume \( \lim_{t \to \infty} X_t = \infty \) a.s., so that \( A(x) > 0 \) for \( x \) large enough, \( x \geq x_0 \), say, and fix \( \alpha > 0 \). Then the following are equivalent:

\[ \int_{(x_0, \infty)} \left( \frac{x^{1-\alpha}}{A(x)} \right) \Pi^\#(dx) < \infty; \]  

(1.31)

\[ E(\Pi^\#_r^\alpha; H^\#_r < \infty) < \infty \text{ for some (hence every) } r > 0; \]  

(1.32)

\[ E(I_{\infty}^\alpha) < \infty; \]  

(1.33)

\[ E(\Pi_{T(-r)^\alpha}; T(-r) < \infty) < \infty \text{ for some (hence every) } r > 0; \]  

(1.34)

\[ E\left( \sup_{0 \leq t \leq T_r} |X_t|^\alpha \right) < \infty \text{ for some (hence every) } r \geq 0; \]  

(1.35)

\[ E\left( \sup_{0 \leq t \leq T(-r)} |X_t|^\alpha; T(-r) < \infty \right) < \infty \text{ for some (hence every) } r > 0. \]  

(1.36)

**Remark.** (iii) In the case \( 0 < EX_1 \leq EX_1 | < \infty \), so that \( \lim_{x \to \infty} A(x) = EX_1 > 0 \), for all large \( x \), (1.31) and (1.14) coincide, and reduce to \( E(X_1)^{\alpha+1} < \infty \), but in general they are different.
Theorem 7. Our methods do not give good estimates of the rate of growth of functions. Our method is to reduce the problem to one of constant boundaries, so Theorems 6 and 7 below can be considered as applications of the foregoing results. To formulate the curved boundary results, let\( g \in RV_\rho \) with \( g(0) = 0 \), which is regularly varying with index \( \rho \) as \( t \to \infty \) (write this as \( g \in RV_\rho \)). Define
\[
T_g(r,a) = \inf\{ t > 0 : X_t > rg(t+a) \}, \quad r > 0, \ a > 0. \tag{1.37}
\]

**Theorem 6.** Fix \( \alpha \geq 0 \) and suppose \( g \in RV_\rho \) with \( 0 \leq \rho < 1 \). Then \( E(T_g(r,a))^{1+\alpha} < \infty \) for some, hence every, \( r > 0, \ a > 0 \), if and only if \( A(x) > 0 \) for all large \( x \) and \( (1.14) \) holds.

**Remark.** (iv) The constant \( a > 0 \) is introduced in \( (1.37) \) to keep the boundary away from 0; note that \( T_g(r,a) \geq T_{g(\tilde{a})} \) (with \( T_r \) as in \( (1.5) \)). We need this because a Lévy process which has unbounded variation jumps immediately over a boundary which increases at a linear or slower than linear rate near 0, by virtue of a result of Rogozin [10] which states that, then,
\[
\lim_{t \to 0^+} \frac{X_t}{t} = +\infty \ a.s. \tag{1.38}
\]
A similar principle applies in the next result, which treats linear boundaries. Define \( T_1(r,a) \) to be the version of \( T_g(r,a) \) when \( g(t) = t \).

**Theorem 7.** (i) \( E(T_1(r,a)) < \infty \) for all \( r > 0 \) and some \( a > 0 \) if and only if
\[
J_- < \infty = \int_1^\infty \overline{\Pi}(x) \, dx \tag{1.39}
\]
(see \( (1.8) \) for \( J_- \)), and if this holds then, for each \( \alpha \geq 0 \), \( E(T_1(r,a))^{1+\alpha} < \infty \) for some, hence every, \( r > 0, \ a > 0 \), if and only if \( (1.19) \) holds.

(ii) \( E(T_1(r,a)) < \infty \) for some but not all \( r > 0 \), for some \( a > 0 \), if and only if \( 0 < E X_1 < |E X_1| < \infty \), and if this holds then, for all \( \alpha \geq 0 \), \( E(T_1(r,a))^{1+\alpha} < \infty \) for some \( r > 0 \), hence for all \( 0 < r < E X_1 \) and all \( a > 0 \), if and only if \( E(X_1)\alpha^{a+1} < \infty \).

**Remark.** (v) Our methods do not give good estimates of the rate of growth of \( E(T_g(r,a))^{1+\alpha} \), as \( r \to \infty \), in Theorems 6 and 7 (and in part (ii) of Theorem 7 we have \( E(T_1(r,a))^{1+\alpha} = \infty \) for \( r \geq E X_1 \), in any case).

We conclude this section with some examples of interest.

**Example 1.** Spectrally positive processes/subordinators. The characteristics satisfy \( \gamma \in \mathbb{R}, \sigma^2 \geq 0 \) and \( \Pi((-\infty,0)) = 0 \), so \( A(x) = \gamma + \overline{\Pi}(1) + \int_1^x \overline{\Pi}(y) \, dy \). We have \( \lim_{t \to \infty} X_t = \infty \) a.s. if \( \int_1^\infty \overline{\Pi}(x) \, dx = \infty \) or if \( \int_1^\infty \overline{\Pi}(x) \, dx < \infty \) and \( A(\infty) > 0 \). If either of these holds then \( A(x) > 0 \) for all large \( x \). So by Theorem 1, in these cases, \( ET_1^{1+\alpha} < \infty \) for all \( \alpha \geq 0 \) and \( r > 0 \).

**Example 2.** Symmetric processes plus drift. These have \( \overline{\Pi}(\cdot) = \overline{\Pi}(-\cdot) \), so \( A(x) = \gamma \). We have
\[
\int_{(x_0,\infty)} \frac{x \overline{\Pi}^h(dy)}{\int_{x_0}^x \overline{\Pi}^+(y) \, dy} = \int_{(x_0,\infty)} \frac{x \overline{\Pi}(dy)}{\int_{x_0}^x \overline{\Pi}^+(y) \, dy} \equiv \infty
\]
unless \( \int_1^\infty \overline{\Pi}(x) \, dx < \infty \), in which case \( E|X_1| < \infty \), and so by \( (1.9) \), we have \( \lim_{t \to \infty} X_t = \infty \) a.s. if and only if \( \gamma > 0 \). If this is so then \( ET_r^{1+\alpha} < \infty \) if and only if \( \int_{(1,\infty)} x^{1+\alpha} \overline{\Pi}(dx) < \infty \), or, equivalently, \( E|X_1|^{1+\alpha} < \infty \).
Example 3. Jump diffusion processes are of the form

\[ X_t = at + \sigma B_t + \sum_{j=1}^{N_t} Y_j, \]

where \( a \in \mathbb{R}, N_t \) is a Poisson process of rate \( c \), independent of the Brownian motion \( B_t \), and of the \( Y_j \), which are i.i.d. with c.d.f. \( F(\cdot) \), also independent of \( B_t \). Then \( \overline{\Pi}^+(x) = c(1 - F(x)), \overline{\Pi}^-(x) = cF(-x), x > 0, \) and

\[ \gamma = a + c \int_{[1,1]} x dF(x) = a - c(1 - F(1) - F(-1)) + c \int_0^1 (1 - F(x) - F(-x)) dx. \]

Using (1.7) we can easily check that

\[ A(x) = a + c \int_{0}^{1} (1 - F(y) - F(-y)) dy = a + cA_F(x), \]

say, where \( A_F(x) = E(\{(Y_1 \wedge x) \vee (-x)\}) \). Now \( \lim_{t \to \infty} x_t = \infty \) a.s. is equivalent to (1.9), which in turn is equivalent to: \( \sum_{1}^{n} Y_i/n \xrightarrow{a.s.} \infty \) as \( n \to \infty \), or else \( E|Y_1| < \infty \) and \( a + cEY_1 = a + cA_F(\infty) > 0 [8] \). These are equivalent to requiring that the random walk with steps \( \tilde{Y}_i := a + cY_i \) drift to \( \infty \) a.s. By Theorem 1 and Remark (ii) following it, \( ET_r^{1+\alpha} < \infty \) for some \( \alpha \geq 0 \) if and only if one of the following holds: \( E(Y_{-}^{1+\alpha} < \infty \) if \( E|Y_1| < \infty \) and \( a + cEY_1 > 0 \), or

\[ \int_{(1,\infty)} \frac{x}{A_F(x)} (1+\alpha) |F(dx)| < \infty \]

(if \( \sum_{1}^{n} Y_i/n \to \infty \) a.s.). By Theorem 2.1 of [8], this is equivalent to the finiteness of \( E\overline{T}^{1+\alpha}_r \), where \( \overline{T}_r := \inf(n \geq 1: \sum_{1}^{n} Y_i > r) \).

Effectively, for the Jump Diffusion Process (Compound Poisson process when \( a = \sigma = 0 \)), conditions for the finiteness of the moments of passage times for the associated random walk transfer directly across to the same for the Lévy process, as we would expect.

Example 4 (Stable processes of order \( \nu, 0 < \nu < 2 \)). For these, \( \sigma = 0, \overline{\Pi}^+(x) = c^+/x^\nu \) and \( \overline{\Pi}^-(x) = c^-/x^\nu \), \( x > 0, \) where \( c^+ \geq 0, c^- \geq 0, \) and we allow a drift \( \gamma \in \mathbb{R}. \) If \( c^- = 0 \) then we have Example 1, so keep \( c^+ \geq 0 \) and \( c^- > 0. \) Now \( \int_{1}^{\infty} \overline{\Pi}^+(x) dx = \infty \) if and only if \( \nu \leq 1, \) in which case

\[ J_{\nu} = \int_{1}^{\infty} x dx / x^\nu x^{1+1} = \infty, \]

so we can have a.s. drift to \( \infty \) only if \( E|X_1| < \infty, \) equivalently, if \( 1 < \nu < 2, \) and \( EX_1 > 0. \) The \( A(\cdot) \) function then satisfies

\[ \lim_{x \to \infty} A(x) = \gamma + \lim_{x \to \infty} (c^+ - c^-)(\nu - x^{1-\nu})/(\nu - 1) = \gamma + v(c^+ - c^-)/(\nu - 1). \]

So \( EX_1 > 0 \) if and only if \( \gamma + v(c^+ - c^-)/(\nu - 1) > 0, \) and then the integral in (1.14) is finite if and only if \( \alpha < \nu - 1. \) Thus for this process \( ET_r^{1+\alpha} < \infty, \) for an \( \alpha \geq 0, \) if and only if \( \nu > 1, \alpha < \nu - 1 \) and \( \gamma + v(c^+ - c^-)/(\nu - 1) > 0. \) The conclusions remain the same if we also allow a Brownian component (\( \sigma > 0 \)) in the process.
2. Proofs

Our basic technique is to show that conditions such as (1.13)–(1.17) are equivalent to similar conditions for a certain random walk, and then appeal to results from [8]. Although at first sight this might seem mechanical or even routine, transferring probabilistic conditions such as (1.15) to the random walk setting is in fact quite delicate. An efficient way to proceed is by looking at the process at times at which it makes large jumps. We use the following recent result, taken from [4]. As previously mentioned, when \( \Pi \) is not identically zero we assume (without loss of generality) that \( c_1 := \Pi([-1, 1]) = \Pi^+ (1) + \Pi^- (1) > 0 \). Now put \( \tau_0 = 0 \), and for \( n \geq 1 \) write \( \tau_n \) for the time at which \( J_n \), the \( n \)th jump in \( X \) whose absolute value exceeds 1, occurs. A random walk is then defined by

\[
\tilde{S} := (\tilde{S}_n, n \geq 0), \quad \text{where } \tilde{S}_n = X(\tau_n).
\] (2.1)

Of course \((\tau_n, n \geq 1)\) are the successive jump times of a Poisson process of rate \( c_1 \) which is independent of \((J_n, n \geq 1)\). We will write \( \tilde{Y}_1, \tilde{Y}_2, \ldots \) for the steps in \( \tilde{S} \), so that, with \( e_n := \tau_n - \tau_{n-1}, \) and \( n \geq 1 \), we have

\[
\tilde{Y}_n = X(\tau_n) - X(\tau_{n-1}) = J_n + \tilde{X}(\tau_n) + \bar{X}(\tau_{n-1}) \tilde{D} = J_n + \tilde{X}(e_n),
\]

where \( \tilde{X} \) is “\( X \) with the jumps \( J_1, J_2, \ldots \) removed”. This process is also a Lévy process which can be written, in the notation of (1.2), as

\[
\tilde{X}_t = \gamma t + \sigma B_t + X(1).
\]

Furthermore \( \tilde{X} \) is independent of \( (J_n, \tau_n), n \geq 1 \), and since it has no large jumps, it follows that \( E(e^\theta \tilde{X}_t) \) is finite for all real \( \theta \). Thus the contribution of \( \sum_{i=1}^t (\tilde{X}(\tau_i) - \tilde{X}(\tau_{i-1})) \) to \( \tilde{S}_n \) can be easily estimated, and for our purposes \( \tilde{S} \) can be replaced by \( S^* \), where \( S^*_n = \sum_{i=1}^n (J_i + \tilde{\mu}) \), with \( \tilde{\mu} = E \tilde{X}(1) \) (to see this, use Lemma 11 below). Next we introduce

\[
I_n := \inf_{\tau_n \leq t < \tau_{n+1}} X_t \quad \text{and} \quad M_n = \sup_{\tau_n \leq t < \tau_{n+1}} X_t,
\]

Equation (2.3)

and also

\[
\hat{\alpha}_n = \inf_{0 \leq \alpha \leq \tau_{n+1}} \{ \tilde{X}(\tau_n + s) - \tilde{X}(\tau_n) \} \quad \text{and} \quad \hat{m}_n = \sup_{0 \leq \alpha \leq \tau_{n+1}} \{ \tilde{X}(\tau_n + s) - \tilde{X}(\tau_n) \}.
\]

Equation (2.4)

These quantities are independent of \( \tilde{S}_n \), and of course we have

\[
M_n = \tilde{S}_n + \hat{m}_n, \quad \text{and} \quad I_n = \tilde{S}_n + \hat{\alpha}_n.
\]

However there is a different representation for the random variables \( M_n \) and \( I_n \) which turns out to be more useful:

**Proposition 8** (Doney [4]). Using the above notation, we have

\[
M_n = S_n^{(\alpha)} + \hat{m}_0 \quad \text{and} \quad I_n = S_n^{(-\alpha)} + \hat{\alpha}_n, \quad n \geq 0,
\]

Equation (2.5)

where each of the processes \( S^{(\alpha)} = (S_n^{(\alpha)}, n \geq 0) \) and \( S^{(-\alpha)} = (S_n^{(-\alpha)}, n \geq 0) \) are random walks with the same distribution as \( \tilde{S} \). Moreover \( S^{(\alpha)} \) and \( \hat{m}_0 \) are independent, as are \( S^{(-\alpha)} \) and \( \hat{\alpha}_0 \).

For any random walk \( S = (S_n, n \geq 0) \) \((S_0 = 0)\) we will use the notation

\[
\phi_r = \min(n \geq 0: S_n > r), \quad \Gamma_r = \max(n \geq 0: S_n \leq r), \quad r \geq 0
\]

(with \( \phi_r = \infty \) if \( S_n \leq r \) for all \( n \geq 0 \)), and the corresponding quantities for \( \tilde{S}, S^{(\alpha)}, \) and \( S^{(-\alpha)} \) will carry the appropriate superfix. It is obvious that Proposition 8 should enable us to compare the moments of \( \phi_r \) and \( \phi_r^{(\alpha)} \), and the exact statement is:

**Lemma 9.** For any \( r > 0 \), \( E \phi_r^{(\alpha)} < \infty \) and \( E \phi_r^{(-\alpha)} < \infty \) are equivalent for \( \alpha \geq 0 \). For any \( r \geq 0 \), \( E \phi_r^{(\alpha)} < \infty \) and \( E \phi_r^{(-\alpha)} < \infty \) are equivalent for \( \alpha > 0 \). In addition, \( P(\phi_r < \infty) = 1 \) if and only if \( P(\phi_r^{(\alpha)} < \infty) = 1 \).
Proof. Since
\[ \begin{align*}
L_n = S(n) + \tilde{i}_0 \leq X_t \leq M_n = S(n) + \tilde{m}_0 \quad \text{for} \ t \leq \tau_{n+1},
\end{align*} \]
we deduce that for \( n \geq 1 \)
\[ \begin{align*}
(\tau_n < T_r \leq \tau_{n+1}) = \{\tilde{m}_0 \leq r, \Phi^{(+)}_{r-\tilde{m}_0} = n\},
\end{align*} \]
and hence, by Proposition 8,
\[ \begin{align*}
\sum_{n \geq 1} n^\alpha P(T_r > \tau_n) \approx \int_0^r E(\hat{\Phi}^{1+\alpha}_r)P(\tilde{m}_0 \in dy) \leq E(\hat{\Phi}^{1+\alpha}_r).
\end{align*} \]
Also, for some \( c > 0 \) and all large \( r \),
\[ \begin{align*}
\sum_{n \geq 1} n^\alpha P(T_r > \tau_n) \geq cE(\hat{\Phi}^{1+\alpha}_r)P(\tilde{m}_0 \leq r/2) \approx E(\hat{\Phi}^{1+\alpha}_r).
\end{align*} \]
Next note that Theorem 2.1 of [8] implies that either \( E(\hat{\Phi}^{1+\alpha}_r) < \infty \) for all \( r \geq 0 \), or \( E(\hat{\Phi}^{1+\alpha}_r) = \infty \) for all \( r \geq 0 \). Thus to establish the first statement it suffices to show that
\[ \begin{align*}
ET^{1+\alpha}_r < \infty \iff \sum_{n \geq 1} n^\alpha P(T_r > \tau_n) < \infty.
\end{align*} \]
Note that for any \( c > 0 \),
\[ \begin{align*}
(T_r \geq nc) \subset \{(T_r \geq \tau_n) \cap (nc \geq \tau_n)\} \cup (\tau_n > nc),
\end{align*} \]
so that
\[ \begin{align*}
\sum_{n \geq 1} n^\alpha P(T_r > nc) \leq \sum_{n \geq 1} n^\alpha P(T_r > \tau_n) + \sum n^\alpha P(\tau_n > nc).
\end{align*} \]
Since \( \tau_n \) is Gamma\( (n, c) \), we see that the final term is finite whenever \( c > 1/c_1 \), and this gives one implication. For the other, note that
\[ \begin{align*}
(T_r \geq \tau_n) \subset (T_r \geq nc) \cup (\tau_n > nc),
\end{align*} \]
and choose \( 0 < c < 1/c_1 \); then \( \sum P(\tau_n < nc) \) converges.

The results for \( A_r \) depend on the observation that
\[ \begin{align*}
(\tau_n < A_r \leq \tau_{n+1}) = \{R^{(-)}_{r+|\tilde{m}_0|} = n\}, \quad n \geq 1,
\end{align*} \]
and are proved in a similar fashion. \( \square \)

To connect up with the other conditions in Theorem 1 we state a minor extension of Theorem 2.1 of [8]. If \( Y \) is a typical step in a random walk \( S \), we write \( A^{(+)}(x) = \int_0^x P(Y > y) dy, x \geq 0 \). We will also write \( \Phi^{(3)}_r, T^{(3)}_r \) and \( A^{(3)}_x(x) \) for \( \Phi^{(3)}_r, T^{(3)}_r \) and \( A^{(3)}_x(x) \) evaluated for the random walk \( S^{(3)} := (S_n - n\delta, n \geq 0) \).

**Proposition 10.** Let \( S \) be any random walk with \( \lim_{n \to \infty} S_n = \infty \) a.s., and write \( \mu = ES_1 \in (0, \infty) \) if \( E|S_1| < \infty \), and \( \mu = +\infty \) otherwise. Then for each fixed \( \alpha \geq 0 \), either the following three conditions all hold for each \( 0 \leq \delta < \mu \), or else they all fail for each such \( \delta \):
\[ \begin{align*}
\sum_{1}^{\infty} n^{\alpha-1} P(S_n \leq n\delta + r) < \infty \quad \text{for some (hence every) } r \geq 0; \quad (2.8)
\end{align*} \]
\[ \begin{align*}
\int_{1}^{\infty} \left( \frac{x}{A^{(3)}_x(x)} \right)^{1+\alpha} P(Y^- \in dx) < \infty; \quad (2.9)
\end{align*} \]
\[ \begin{align*}
E(\Phi_r^{(3)})^{1+\alpha} < \infty \quad \text{for some (hence every) } r \geq 0 \text{ if } \alpha \geq 0. \quad (2.10)
\end{align*} \]
Also equivalent to (2.8)–(2.10) for each $0 \leq \delta < \mu$, are

\[ E \left( \Gamma_r^{(\delta)} \right)^\alpha < \infty \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha > 0, \]

\[ P \left( \Gamma_r^{(\delta)} < \infty \right) = 1 \quad \text{for some (hence every) } r \geq 0, \text{ if } \alpha = 0. \]  

\[ (2.11) \]

**Proof.** The restriction on $\delta$ guarantees that $\lim_{n \to \infty} S_n^{(\delta)} = \infty$ a.s., so for a fixed $\delta$ the above conditions are equivalent by virtue of Theorem 2.1 of [8]. (With reference to (2.9), note that since $\lim_{n \to \infty} S_n^{(\delta)} = \infty$ a.s., the first part of (2.5) of Theorem 2.1 of [8] is automatic, and Remark (ii) thereof shows that we can replace $A^{(\delta)}(y)$ by $A^{(\delta)}_+(y)$ in the second part.) However, when $\mu < \infty$, we have $0 < A^{(\delta)}_+(\infty) < \infty$ for each $\delta$, and when $\mu = \infty$ we have $A^{(\delta)}_+(y) \sim A^{(0)}_+(y)$ as $y \to \infty$ for each $\delta$, so it is easy to see that (2.9) either holds for all allowable $\delta$, or for none. \qed

We now prove several lemmas, preparing for the proof of Theorem 1.

**Lemma 11.** Let $S, \tilde{S}$ be random walks with typical steps $Y, \tilde{Y}$ such that

\[ \tilde{Y} \overset{D}{=} Y + W, \]

where $Y$ and $W$ are independent, $EW = 0$ and $Ee^{\theta W}$ is finite for $0 < |\theta| < \theta_0$. Then $\lim_{n \to \infty} S_n = \infty$ a.s. if and only if $\lim_{n \to \infty} \tilde{S}_n = \infty$ a.s., and for $\alpha > 0, r \geq 0, \sum_{1}^{\infty} n^{\alpha-1} P(S_n \leq r) < \infty$ if and only if $\sum_{1}^{\infty} n^{\alpha-1} P(\tilde{S}_n \leq r) < \infty$.

**Proof.** Since $\lim_{n \to \infty} S_n = \infty$ a.s. occurs if and only if $n^{-1} S_n \overset{a.s.}{\to} (0, \infty)$, (see [6]) and $n^{-1} (\tilde{S}_n - S_n) \overset{a.s.}{\to} 0$ by the strong law, the first statement is immediate. For the second, note first that

\[ P(\tilde{S}_n \leq r) \geq P(S_n \leq r) P\left( \sum_{1}^{n} W_i \leq 0 \right) \sim \frac{1}{2} P(S_n \leq r). \]

On the other hand, choosing $\delta \in (0, \mu)$ and using a standard exponential bound for sums of i.i.d. rvs with a finite moment generating function,

\[ P(\tilde{S}_n \leq r) = P\left( S_n^{(\delta)} + \sum_{1}^{n} (W_i + \delta) \leq r \right) \leq P\left( S_n^{(\delta)} \leq r \right) + P\left( \sum_{1}^{n} W_i \leq -n\delta \right) \]

\[ = P\left( S_n^{(\delta)} \leq r \right) + O(e^{-nc}) \quad \text{as } n \to \infty, \]

where $c > 0$, and the result follows from Proposition 10. \qed

**Lemma 12.** Let $S$ be any random walk, $M$ an independent Poisson process of parameter $\lambda$, $a \in \mathbb{R}$, and $\tilde{Z}$ a Lévy process which is independent of $S$ and $M$, has $E \tilde{Z}_1 = 0$, and has $Ee^{\theta \tilde{Z}_1}$ finite for $0 < |\theta| < \theta_0$, for some $\theta_0 > 0$. Define $Z_t = S_{Mt} + a(M_t - \lambda t) + \tilde{Z}_t$. Then: (i) for $\alpha > 0, r \geq 0$,

\[ \int_{1}^{\infty} t^{\alpha-1} P(Z_t \leq r) \, dt \geq \sum_{1}^{\infty} n^{\alpha-1} P(S_n \leq r), \]

in the sense that if one side is finite, so is the other, and if one side is finite for an $r \geq 0$, then the ratio of the two sides is bounded away from 0 and infinity as $r \to \infty$; (ii) $\lim_{t \to \infty} Z_t = \infty$ a.s. if and only if $\lim_{n \to \infty} S_n = \infty$ a.s.
Proof. (i) By the central limit theorem, \( \lim_{t \to \infty} P(\tilde{Z}_t \leq 0) = 1/2 \), so we have, as \( t \to \infty \),
\[
P(Z_t \leq r) \geq P(\tilde{Z}_t \leq 0) P(S_{M_t} + a(M_t - \lambda t) \leq r) \sim P(S_{M_t} + a(M_t - \lambda t) \leq r)/2.
\]
Also, if \( a \geq 0 \),
\[
P(S_{M_t} + a(M_t - \lambda t) \leq r) \geq P(S_{M_t} \leq r, M_t - \lambda t \leq 0) = \sum_{0 \leq n \leq \lambda t} e^{-\lambda t} \frac{\lambda t^n}{n!} P(S_n \leq r).
\]
(2.13)
Thus
\[
\int_1^\infty t^{\alpha-1} P(S_{M_t} + a(M_t - \lambda t) \leq r) \, dt \geq \sum_{n \geq 0} \frac{\lambda^n}{n!} P(S_n \leq r) \int_1^\infty t^{\alpha-1} e^{-\lambda t} \, dt
\]
\[
= \lambda^{-\alpha} \sum_{n \geq 0} \frac{\Gamma(n + \alpha)}{n!} P(S_n \leq r) \int_1^\infty s^{n+\alpha-1} e^{-s} \, ds
\]
\[
= \lambda^{-\alpha} \sum_{n \geq 0} \frac{\Gamma(n + \alpha)}{n!} P(S_n \leq r) P(\Theta_{n+\alpha} \geq n),
\]
(2.14)
where \( \Theta_{n+\alpha} \) denotes a random variable having a Gamma distribution with parameters \( n + \alpha \) and 1. By the central limit theorem again, we have \( \lim \inf_{n \to \infty} P(\Theta_{n+\alpha} \geq n) \geq 1/2 \), so, using Stirling’s formula, the summand in (2.14) is seen to be bounded below by a constant times \( n^{\alpha-1} P(S_n \leq r) \). Thus, assuming that \( a \geq 0 \), the finiteness of the left-hand side of (2.12) implies the finiteness of the right-hand side. If \( a < 0 \), an analogous argument with \( M_t - \lambda t \geq 0 \) in (2.13) gives (2.14) with \( P(\lambda < \Theta_{n+\alpha} \leq n) \) in place of \( P(\Theta_{n+\alpha} \geq n) \), and we reach the same conclusion in a similar way.

For the reverse implication, assume that the series in (2.12) converges, so that \( \lim_{n \to \infty} S_n = \infty \) a.s., then choose \( 0 < \delta < \mu = ES_1 \), where the final equality is in the sense used in Proposition 10, and again write \( S^{(\delta)} = (S_n - n\delta, n \geq 0) \). Then
\[
P(Z_t \leq r) = P(S_{M_t}^{(\delta)} + \delta M_t + a(M_t - \lambda t) + \tilde{Z}_t \leq r)
\]
\[
\leq P(S_{M_t}^{(\delta)} \leq r) + P((1 + a/\delta)(M_t - \lambda t) + \delta^{-1} \tilde{Z}_t \leq -\lambda t)
\]
\[
= P(S_{M_t}^{(\delta)} \leq r) + O(e^{-rt}) \quad \text{uniformly in } r \geq 0, \text{ as } t \to \infty,
\]
where we have again used a standard exponential bound, applicable because \( (1 + a/\delta)(M_1 - \lambda) + \delta^{-1} \tilde{Z}_1 \) has zero mean and finite moment generating function on \((-\theta_0, \theta_0)\). However, by Proposition 10 we have \( \sum_1^\infty \mu^{\alpha-1} P(S_n^{(\delta)} \leq r) < \infty \), and we conclude by the calculation
\[
\int_1^\infty t^{\alpha-1} P(S_t^{(\delta)} \leq r) \, dt \leq \int_1^\infty \sum_{n \geq 0} e^{-\lambda t} \frac{\lambda t^n}{n!} P(S_n^{(\delta)} \leq r) \, dt = \lambda^{-\alpha} \sum_{n \geq 0} \frac{\Gamma(n + \alpha)}{n!} P(S_n^{(\delta)} \leq r).
\]
(ii) The second part follows since the left-hand side of (2.12) is finite for \( \alpha = 0 \) if and only if \( \lim_{t \to \infty} Z_t = \infty \) a.s. by (1.10), and the right-hand side of (2.12) is finite for \( \alpha = 0 \) if and only if \( \lim_{n \to \infty} S_n = \infty \) a.s. by Spitzer’s theorem (or Theorem 2.1 of [8]).

Lemma 13. (i) If \( A(x) > 0 \) for all large \( x \) and (1.14) holds then \( \lim_{t \to \infty} X_t = \infty \) a.s.
If \( \lim_{t \to \infty} X_t = \infty \text{ a.s.} \) it follows that \( \lim_{x \to \infty} A(x) \) exists and is positive (possibly \( +\infty \)), thus \( A(x) \) is positive for all large enough \( x \), and

\[
A(x) \asymp \int_1^x \overline{\Pi}^+(y) \, dy \quad \text{as } x \to \infty. \tag{2.15}
\]

**Proof.** (i) Suppose \( A(x) > 0 \) for all \( x \geq x_0 \) and (1.14) holds. Then

\[
\int_{(x_0, \infty)} \left( \frac{x}{A(x)} \right) \overline{\Pi}^\#(dx) < \infty. \tag{2.16}
\]

If \( \int_1^\infty \overline{\Pi}^+(x) \, dx = \infty \), then from (1.7)

\[
A(x) \leq \gamma + \overline{\Pi}^+(1) + \int_1^x \overline{\Pi}^+(y) \, dy \sim \int_1^x \overline{\Pi}^+(y) \, dy,
\]

so by (2.16) (see (1.8) for \( J_1 \))

\[
J \leq \int_{(1, \infty)} \frac{x \overline{\Pi}^\#(dx)}{\int_1^x \overline{\Pi}^+(y) \, dy} < \infty. \tag{2.17}
\]

If \( \int_1^\infty \overline{\Pi}^+(x) \, dx < \infty \) then (1.18) gives \( 0 < E \overline{X} \leq E|X_1| < \infty \). Thus \( \lim_{t \to \infty} X_t = \infty \text{ a.s.} \), by (1.9).

(ii) Assuming that \( \lim_{t \to \infty} X_t = \infty \text{ a.s.} \) and \( \int_1^\infty \overline{\Pi}^+(x) \, dx = \infty \), then, since \( x^{-1} \int_1^x \overline{\Pi}^+(y) \, dy \) is nonincreasing, it follows from the convergence of \( J \) – in (1.9) that \( \int_1^\infty \overline{\Pi}^-(y) \, dy \sim o(\int_1^\infty \overline{\Pi}^+(y) \, dy) \) as \( x \to \infty \). So from (1.7),

\[
A(x) \sim \int_1^\infty \overline{\Pi}^+(y) \, dy \text{ and } A(\infty) = +\infty > 0. \tag{2.15}
\]

If \( \lim_{t \to \infty} X_t = \infty \text{ a.s.} \) and \( \int_1^\infty \overline{\Pi}^+(x) \, dx < \infty \), then \( 0 < E \overline{X} \leq E|X_1| < \infty \) by (1.9), and \( A(\infty) = E \overline{X} \), so \( A(x) > 0 \) for large \( x \).  \( \square \)

**Proof of Theorem 1.** Fix \( \alpha > 0 \) throughout. Assume (1.13) for some \( r > 0 \), so that \( \lim_{t \to \infty} X_t = \infty \text{ a.s.} \) by (1.10).

Using the notation of Proposition 8 and Lemma 9, from the bound

\[
\tilde{S}_{N_t}^{(-)} + \tilde{m}_0 \leq X_t \leq \tilde{S}_{N_t}^{(+)} + \tilde{m}_0, \tag{18.18}
\]

where \( N_t = \max\{n: \tau_n \leq t\} \), we see that \( \lim_{t \to \infty} S_{N_t}^{(+)} = \infty \text{ a.s.} \). Part (ii) of Lemma 12 (with \( a = 0 \) and \( \tilde{Z}_t \equiv 0 \)) then gives \( \lim_{n \to \infty} S_n^{(+)} = \infty \text{ a.s.} \), so \( \lim_{n \to \infty} \tilde{S}_n = \infty \text{ a.s.} \). By (2.1) and (2.2) we can write, with \( \tilde{\mu} = E \tilde{X}(\tau_1) = E \tau_1 E \tilde{X}_1 = \gamma / c_1 \),

\[
\tilde{S}_n = \sum_{i=1}^n (J_i + \tilde{\mu}) + \sum_{i=1}^n (\tilde{X}(\tau_i) - \tilde{X}(\tau_{i-1}) - \tilde{\mu}) = S_n^* + \sum_{i=1}^n W_i, \quad \text{say.} \tag{19.19}
\]

Then Lemma 11 gives \( \lim_{n \to \infty} S_n^* = \infty \text{ a.s.} \). Now \( N_t \) is the same as that occurring in (1.11), and we can rewrite (1.2) in the form

\[
X_t = \gamma t + \sigma B_t + X_t^{(1)} + \sum_{i=1}^{N_t} J_i = \tilde{S}_{N_t} + \frac{\gamma}{c_1}(c_1 t - N_t) + \sigma B_t + X_t^{(1)} = S_{N_t}^* + \frac{\gamma}{c_1}(c_1 t - N_t) + \tilde{X}_t,
\]

where \( \tilde{X} \) is independent of \( S^* \) and \( N_t \), and has \( E \tilde{X}_1 = 0 \) and \( E e^{\theta \tilde{X}_1} \) finite for all real \( \theta \). Thus we have precisely the setup of Lemma 12, and we deduce from it that \( \sum_{n=1}^\infty n^{1-r} P(S_n^* \leq r) < \infty \), or equivalently, by Lemma 11,
\[ \sum_{1}^{\infty} n^{-\alpha} P(\hat{S}_n \leq r) < \infty. \] By Lemma 9 and Proposition 10 applied to \( \hat{S} \) with \( \delta = 0 \), this is equivalent to (1.15) and the two conditions in (1.16), and also to
\[ \int_{0}^{\infty} \left( \frac{x}{\int_{0}^{x} P(J_1 + \hat{\nu} > y) dy} \right)^{1+\alpha} P((J_1 + \hat{\nu})^{-} \in dx) < \infty. \] (2.20)

Thus (1.13), (1.15), and the two conditions in (1.16), and (2.20), are equivalent.

Assuming any of these, we have \( \lim_{t \to \infty} X_t = \infty \) a.s., so \( A(x) > 0 \) for all large \( x \), in view of part (ii) of Lemma 13. Also, (1.14) follows from (2.20). Indeed either \( \int_{0}^{\infty} P(J_1 + \hat{\nu} > x) dx < \infty \), in which case \( A(\infty) = E X_1 \in (0, \infty) \) and both (2.20) and (1.14) reduce to \( \int_{1}^{\infty} x^{1+\alpha} P(x) dx < \infty \), or \( \int_{0}^{\infty} P(J_1 + \hat{\nu} > x) dx = \infty \), in which case \( \int_{1}^{\infty} P(J_1 + \hat{\nu} > y) dy \approx \int_{1}^{\infty} P(x) dx \) as \( x \to \infty \), and the equivalence follows from Lemma 13.

Conversely, if \( A(x) > 0 \) for all large \( x \), and (1.14) holds, then Lemma 13 gives \( \lim_{t \to \infty} X_t = \infty \) a.s. (and hence \( \lim_{t \to \infty} \hat{S}_t = \infty \) a.s.), and also enables us to check that (2.20) holds, whence the other statements, except (1.17), follow.

Before dealing with (1.17), we need some notation.

**Definition 14.** Say that a real-valued function \( f \) is in \( C_\alpha \), where \( \alpha \geq 0 \), if, with \( k = [\alpha] \), there exist real constants \( c_1, c_2, \ldots, c_k \) such that
\[ f(x) = \sum_{1}^{k} c_j x^j + \varepsilon(x), \] (2.21)
where, if \( \alpha \) is an integer, \( \varepsilon(x) = o(x^\delta) \) as \( x \downarrow 0 \), and otherwise
\[ \int_{0}^{1} |\varepsilon(x)| x^{-\alpha-1} dx < \infty. \] (2.22)

Note that if \( f \in C_\alpha \) then for any integer \( m \geq 1 \), \( x^m f(x) \in C_\alpha \), and hence \( f^m(x) \in C_\alpha \). This leads to:

**Definition 15.** Say that a power series of the form \( P(x) = \sum_{n=1}^{\infty} a_n x^n \) with real coefficients is in class \( P \) if (i) \( a_1 \neq 0 \), (ii) it has a positive radius of convergence and (iii) on some nondegenerate interval \( (0, \delta) \) it has a well-defined inverse \( P^{-1} \) which is another power series which satisfies (i) and (ii).

**Remark.** (vi) The function \( P(x) = -\log(1-x) \), with inverse \( P^{-1}(x) = 1 - \exp(-x) \), has a power series expansion which is in \( P \).

**Lemma 16.** A nonnegative random variable \( Y \) has a finite moment of order \( \alpha > 0 \) if and only if, with \( \phi(q) = E(e^{-qY}) \),
\[ P(1 - \phi(\cdot)) \in C_\alpha, \quad \text{for every} \; P \in P. \]

**Proof.** From [2] (the result is also quoted as Theorem 8.18, p. 335, of [3]) we know that \( EY^\alpha < \infty \) is equivalent to \( 1 - \phi(\cdot) \in C_\alpha \). But if this happens then for \( k = 1, 2, \ldots \), each of \( (1 - \phi(\cdot))^k \in C_\alpha \), and hence so also does \( \sum_{1}^{k} a_n (1 - \phi(\cdot))^n \) when \( P \in P \). Since \( |\sum_{k+1}^{\infty} a_n s^n| \leq c|x|^{k+1} \) for all sufficiently small \( |s| \), we see that \( P(1 - \phi(\cdot)) \in C_\alpha \). On the other hand, if \( \psi(\cdot) := P(1 - \phi(\cdot)) \in C_\alpha \), then since \( P^{-1} \in P \), we have \( 1 - \phi(\cdot) = P^{-1} \psi(\cdot) \in C_\alpha \), and hence \( EY^\alpha < \infty \). \( \square \)
Lemma 17. Suppose the functions $P_1$ and $P_2$ are each in $P$, and $B(s) = \sum_{n=1}^{\infty} b_n s^n$ is another power series satisfying conditions (i) and (ii) in Definition 15. Suppose that $Y_1$ and $Y_2$ are nonnegative random variables, and $\phi(q) = E(e^{-qY_i}), i = 1, 2,$ satisfy

$$P_1(1 - \phi(q)) = B(q)(1 + P_2(1 - \phi(q))), \quad q \geq 0. \quad (2.23)$$

Then for $\alpha > 0$, $EY_1^{1+\alpha} < \infty \iff EY_2^{1+\alpha} < \infty$.

Proof. Assume $EY_2^{1+\alpha} < \infty$. Then by Lemma 16, $P_2(1 - \phi_2(\cdot)) \in C_\alpha$, and it follows easily that

$$P_1(1 - \phi_1(\cdot)) = B(\cdot)(1 + P_2(1 - \phi_2(\cdot))) \in C_{1+\alpha},$$

so $EY_1^{1+\alpha} < \infty$ by Lemma 16 again. For the converse, assume $EY_1^{1+\alpha} < \infty$, so that $P_1(1 - \phi_1(\cdot)) \in C_{1+\alpha}$, and hence can be written in the form

$$P_1(1 - \phi(q)) = \sum_{j=0}^{k+1} c_j q^j + \epsilon(q).$$

Then from (2.23)

$$1 = \lim_{q \downarrow 0} \frac{P_1(1 - \phi(q))}{B(q)} = \frac{c_1}{b_1},$$

and again it is easy to see that

$$P_2(1 - \phi_2(\cdot)) = \frac{P_1(1 - \phi_1(\cdot))}{B(\cdot)} - 1 \in C_\alpha,$$

and the result follows. □

To prove (1.17) equivalent with the other conditions in Theorem 1, let us first note that from the Weiner–Hopf factorisation (Bertoin [1, p. 166]), we have

$$(aq)^{-1}k(q) = -(aq)^{-1} \log E(e^{-qL^{-1}(1)}) = \exp \left\{ \int_0^\infty (e^{-qt} - e^{-t}) P(X_t \leq 0) \, dt \right\}, \quad (2.24)$$

for $q > 0$, for some constant $a > 0$. Letting $q \downarrow 0$ we see that

$$EL^{-1}(1) < \infty \iff \int_0^\infty t^{-1}(1 - e^{-t}) P(X_t \leq 0) \, dt < \infty \iff \int_1^\infty t^{-1} P(X_t \leq 0) \, dt < \infty,$$

or, equivalently, by (1.10), $\lim_{t \to \infty} X_t = \infty$ a.s. Thus when any of (1.13)–(1.17) hold, we have

$$K := \int_1^\infty t^{-1} P(X_t \leq 0) \, dt < \infty,$$

so that we can define a probability density function on $t \geq 0$ by

$$f(t) = \frac{P(X_t \leq 0 \mathbf{1}_{t \geq 1})}{tK}.$$

Next, write the integral in (2.24) as

$$-K \int_0^\infty (1 - e^{-qt}) f(t) \, dt + \int_1^\infty t^{-1}(1 - e^{-t}) P(X_t \leq 0) \, dt + \int_0^1 t^{-1}(e^{-qt} - e^{-t}) P(X_t \leq 0) \, dt.$$
so that
\[ -\log \phi_1(q) := \kappa(q) = B(q) \exp(-K(1 - \phi_2(q))), \]
where \( \phi_2(q) = \int_0^\infty e^{-qt} f(t) dt, \)

\[ B(q) = \tilde{a} q \exp\left\{ \int_0^1 \left( e^{-qt} - e^{-t} \right) P(X_t \leq 0) dt \right\}, \]

and
\[ \tilde{a} = a \exp\left\{ \int_1^\infty \left( 1 - e^{-t} \right) P(X_t \leq 0) dt \right\}. \]

Thus, with \( P_1(x) = -\log(1 - x) \) and \( P_2(x) = -1 + \exp(-Kx) \) we have the setup of Lemma 17 with \( L^{-1}(1) = Y_1 \), and \( Y_2 \) having \( f(\cdot) \) as its probability density function. Since it is easily seen that each of \( P_1, P_2 \) and \( B \) satisfy the assumptions in that lemma, and \( E(Y_{2}^q) = K^{-1} \int_1^\infty \alpha^{-1} P(X_t \leq 0) dt \), the result follows.

**Proof of Theorem 2.** (i) Keep \( 0 < \alpha < 1 \) and \( r > 0 \). Integrate by parts in (1.20) to get

\[ \int_0^\infty (1 - e^{-qt}) P(T_r \in dt) = \kappa(q) V^q(r). \] (2.25)

Dividing by \( q^{\alpha+1} \) and integrating each side gives

\[ c_\alpha ET^\alpha_r = \int_0^\infty \left( \int_0^\infty q^{\alpha-1} (1 - e^{-q}) dq \right) P(T_r \in dt) = \int_0^\infty q^{\alpha-1} \kappa(q) V^q(r) dq, \]

in the sense that if one side is finite, so is the other, and they are equal, with \( c_\alpha = \Gamma(1 - \alpha)/\alpha \) as the value of the inner integral. This establishes (1.22).

Now by (2.25), \( \kappa(q) V^q(r) \leq 1 \) for all \( q > 0, r \geq 0 \), so, since \( \alpha > 0 \), the integral \( \int_1^\infty q^{\alpha-1} \kappa(q) V^q(r) dq \) is finite for all \( r \geq 0 \). Thus \( ET^\alpha_r < \infty \) if and only if \( q^{\alpha-1} \kappa(q) V^q(r) \in L(0, 1) \). But since, for each \( r > 0 \), as \( q \downarrow 0, \)

\[ V^q(r) \uparrow V(r) := \int_0^\infty P(H_t \leq r) dt \in (0, \infty), \]

we see that \( ET^\alpha_r < \infty \) if and only if \( q^{\alpha-1} \kappa(q) \in L(0, 1) \). From (2.24) we then see that (1.21) holds.

(ii) Now assume \( \lim_{t \to \infty} X_t = +\infty \) a.s., or, equivalently, \( ET_r < \infty \). From (1.20) we get

\[ ET_r = a' V(r) \]

where \( a' = \lim_{q \to 0} \kappa(q)/q \in (0, \infty) \). By Bertoin [1, p. 74],

\[ V(r) = \int_0^r P(H_t \leq r) dt \leq \frac{r}{\int_0^r \Pi_H(y) dy}, \]

where \( \Pi_H(y) \) is the Lévy measure of the subordinator \( H \). Using Proposition 3.3 of Vigon [12], we can write

\[ \Pi_H(r) = \int_0^\infty V^r(dy) \Pi^+_H(r + y) \leq V^r([0, \infty)) \Pi^+_H(r) = c' \Pi^+_H(r), \]
where \( V^\#([0, r]) = \int_0^r P(H^\# < r) \, dt \). Note that \( c' = V^\#([0, \infty)) \)< \( \infty \) since \( X \) drifts to \( +\infty \) a.s. In the other direction, take \( c > 0 \) such that \( V^\#([0, c]) = c' > 0 \), as is possible since \( X \) is not a subordinator, and get

\[
\tilde{\Pi}_H(r) \geq \int_0^c V^\#(dy)\tilde{\Pi}_H^+(r + c) \geq c' \tilde{\Pi}_H^+(r + c).
\]

From these we easily see that \( \int_0^c \tilde{\Pi}_H(y) \, dy \propto \int_0^c \tilde{\Pi}_H^+(y) \, dy \) and thus, since \( A(r) \propto \int_0^c \tilde{\Pi}_H^+(y) \, dy \), we have \( \int_0^c \tilde{\Pi}_H(y) \, dy \propto A(r) \). □

**Proof of Theorem 3.** (i) Under the hypotheses of Theorem 3, we have \( \lim_{t \to \infty} X_t = \infty \) a.s. and \( A(x) > 0 \) for all large \( x \). As in the proof of Theorem 1, again we have \( \lim_{n \to \infty} \hat{S}_n = \infty \) a.s. and \( \lim_{n \to \infty} S_n^c = \infty \) a.s. So Theorem 2.2 of [8] gives, as \( r \to \infty \),

\[
\sum_{i=1}^\infty n^{a-1} P(\hat{S}_n \leq r) \times \left( \frac{r}{\hat{A}(r)} \right)^a \quad \text{and} \quad \sum_{i=1}^\infty n^{a-1} P(S_n^c \leq r) \times \left( \frac{r}{A^c(r)} \right)^a,
\]

when \( \alpha > 0 \), or with logarithmic terms on the right when \( \alpha = 0 \), provided the series converge; and this is the case when the integral in (1.24) converges, by Theorem 1 and its proof (even for \( \alpha = 0 \)). However, the proofs of Proposition 10 and Lemma 11 show that we have \( \hat{A}(r) \sim \hat{A}_+(r) \sim A_+(r) \sim A^c(r) \sim A(r) \) as \( r \to \infty \), so (1.24) and the outer relation in (1.27) follow from (2.12) of Lemma 12.

To get (1.25), use the argument in Lemma 9 to see that for suitable \( c \) and \( \alpha > 0 \)

\[
ET_r^\alpha = \alpha \int_0^\infty t^{a-1} P(T_r > t) \, dt \propto \sum_{i=1}^\infty n^{a-1} P(T_r > n) \propto \sum_{i=1}^\infty n^{a-1} P(T_r > \tau_n) \propto E(\hat{\Phi}_r^{\alpha}(r-\tilde{m}_0^+)).
\]

Since Theorem 2.2 of [8] also gives

\[
E\hat{\Phi}_r^{\alpha} \propto \left( \frac{r}{\hat{A}(r)} \right)^a \propto \left( \frac{r}{A_+(r)} \right)^a \quad \text{as} \quad r \to \infty,
\]

we see, by dominated convergence and the fact that \( E\tilde{m}_0^+ < \infty \), that

\[
E\hat{\Phi}_r^{\alpha}(r-\tilde{m}_0^+) \propto \left( \frac{r}{A_+(r)} \right)^a \propto \left( \frac{r}{A(r)} \right)^a \quad \text{as} \quad r \to \infty.
\]

The proof of (1.26) follows the same lines.

(ii) For the remainder of (1.27): the inner integral is clearly smaller than the left-hand integral. In the other direction, use (2.18) to write

\[
\sup_{0 \leq t \leq T} X_t \leq \sup_{0 \leq t \leq T} S_{N_t}^{(+)}. \tag{2.26}
\]

Let \( Y_i \) be the steps in \( S_{N_t}^{(+)}. \) Now \( \lim_{n \to \infty} S_{N_t}^{(+)i} = \infty \) a.s., so \( \sum_{i=1}^n Y_i^{(+)i} = o(\sum_{i=1}^n Y_i) \) a.s., if \( E|Y_1| = \infty \) (see Pruitt [9]), while \( \sum_{i=1}^n Y_i^{(+)i} \sim (EY_1^{+} / EY_1 - 1) \sum_{i=1}^n Y_i \) a.s., if \( 0 < EY_1 \leq E|Y_1| < \infty \). Thus \( \sum_{i=1}^n Y_i^{(+)i} = O(\sum_{i=1}^n Y_i) \) a.s., as \( n \to \infty \).

It follows that

\[
\sup_{0 \leq t \leq T} S_{N_t}^{(+)i} = \sup_{0 \leq t \leq T} \sum_{i=1}^{N_t} Y_i^{(+)i} \leq \sup_{0 \leq t \leq T} \left( \sum_{i=1}^{N_t} Y_i^{(+)i} \right)
\]

\[
= \sum_{i=1}^{N_t} Y_i^{(+)i} = O(\sum_{i=1}^{N_t} Y_i) = O(S_{N_t}^{(+)i}) \quad \text{a.s., as} \quad t \to \infty. \tag{2.27}
\]
Since \(S_{N_t}^{(+)}\) and \(S_{N_t}^{(-)}\) have the same distribution, (2.18) shows that we can replace \(\sup_{0 \leq s \leq t} X_s\) by \(X_t\) for the purposes of proving (1.27). Then the result follows from the already-established outer relation in (1.27).

**Proof of Theorem 4.** The proofs that the quantities in (1.28) and (1.29) have finite moments of order \(\alpha\) are based on the facts that

\[
(\tau_n < T(-r) \leq \tau_{n+1}) = \{ i_0 < r, \Phi^{(+)}(-r + i_0) = n \},
\]

and

\[
(\tau_n < \tau_{\min} \leq \tau_{n+1}) = \{ I_{\infty} < i_0, \Phi^{(-)}_{\min} = n \},
\]

where \(\Phi^{(+)}(-r)\) and \(\Phi^{(-)}_{\min}\) have their obvious meanings. We omit the details.

For (1.30), we have \(O_r \leq A_r\), so each of the conditions in (1.16) implies that (1.30) has a finite moment of the corresponding order \(\alpha\); conversely,

\[
O_r \geq O_0 = \int_0^\infty \mathbb{1}_{\{X_s < 0\}} ds = \lim_{t \to \infty} \int_0^t \mathbb{1}_{\{X_s < 0\}} ds.
\]

However the Sparre–Andersen Identity (Bertoin [1, p. 170]) states that

\[
\int_0^t \mathbb{1}_{\{X_s < 0\}} ds \overset{D}{=} \tau_{\min}(t) := \inf\{s: X_s \leq I_t, or X_{s-} \leq I_t\},
\]

where \(I_t = \inf_{0 \leq s \leq t} X_s\),

and we conclude that \(O_0 \overset{D}{=} \tau_{\min}\). Thus if \(O_r\) has a finite moment of order \(\alpha\), then so does \(\tau_{\min}\).

**Proof of Theorem 5.** We start by observing that a minor variation of the proof of Theorem 1 shows that (1.31) is equivalent to the condition (4.14) of [8] evaluated either for \(\tilde{S}\) or \(\tilde{S}^*\). Next, note that

\[
I_{\infty} = \tilde{i}_0 + \min_{n \geq 0} S_n^{(-)}, \quad I_{\infty} \overset{D}{=} \tilde{i}_0 + \min_{n \geq 0} \tilde{S}_n,
\]

where the two terms are independent. Since \([\tilde{i}_0|\) has finite moments of all orders, it is clear that \(E(I_{\infty}^\alpha) < \infty \iff E(\min_{n \geq 0} \tilde{S}_n^\alpha) < \infty\), so the equivalence of (1.31) and (1.33) follows from Proposition 4.1 of [8].

Since \(\lim_{t \to \infty} X_t = \infty\) a.s., the process \(H^\#\) is a subordinator, \(H^{(0)}\) say, killed at an independent exponential time \(\tau\), and its final value \(H_{\tau}^{(0)}\) coincides with \(|I_{\infty}|\) see [1, p. 172]. It follows that

\[
E((H_{\tau}^{\#})^\alpha; H_{\tau}^{\#} < \infty) < \infty \text{ for a fixed } r > 0 \iff E(H_{\tau}^{(0)})^\alpha < \infty
\]

or

\[
E(H_{\tau}^{(0)})^\alpha < \infty \text{ for all } r > 0 \iff E(H_{\tau}^{(0)})^\alpha < \infty.
\]

(One way to justify the last step is to relate the Laplace transform of \(H_{\tau}^{(0)}\) to the Laplace transform of \(H_1^{(0)}\) and then appeal to Lemma 16.) Thus (1.32) \iff (1.33).

As for (1.34), first note that, on the event \(T(-r) < \infty\), \(|X_T(-r)| < |I_{\infty}|\). On the other hand, if \(p = P(T(-r) < \infty)\), then \(|I_{\infty}|\) is stochastically dominated by \(\sum_{i=1}^n Z_i\), where the \(Z_i\) are independent copies of \(|X_T(-r)|\), given \(T(-r) < \infty\), and \(N(p)\) is an independent Geometric(p) r.v. Since \(E((\sum_{i=1}^n Z_i)^\alpha) \leq n^\alpha EZ_1^\alpha\), the reverse implication follows.

Finally, just as in the random walk case, we can show that for \(t > r \geq 0\),

\[
P\left( \sup_{0 \leq s \leq t} |X_s| > t \right) \leq 2P(|I_{\infty}| > t - r),
\]

and then argue just as in [8, p. 30], to see that (1.34), (1.35), and (1.36) are equivalent.
Proof of Theorem 6. Since \( g(a) > 0 \) and \( T_g(r, a) \geq T_{g(a)} \), the finiteness of \( E(T_g(r))^{1+\alpha} \) implies that of \( ET_1^{1+\alpha} \) for any \( r > 0 \) and \( \alpha \geq 0 \). Then use Theorem 1.

Conversely, suppose \( ET_1^{1+\alpha} \) is finite for some, hence every, \( r > 0 \) and some \( \alpha \geq 0 \). Since \( g \in RV(\rho) \) with \( \rho < 1 \) as \( t \to \infty \) we have \( g(t) \leq t^\rho \) for \( t \geq t_0(\eta) \) for some \( \eta \geq 1 \). Select such an \( \eta \), then \( rg(t + a) \leq r(t + a)^\rho \) for \( t \geq t_0 \). Take \( t_0 \geq 1 \). Hence we can find a \( \delta > 0 \) with \( P(X_t < \delta t \text{ i.o. for } t \to \infty) = 0 \). We can take \( \delta > 0 \) smaller if necessary and then find an \( r(t, a, \delta) > 0 \) so that the straight line with intercept \( r_0 \) and slope \( -\delta \) lies entirely above the function

\[
r(t_0 + a)^\delta 1_{[t < t_0]} + r(t + a)^\delta 1_{[t \geq t_0]}.
\]

Since \( g(t) \) is nondecreasing, this function in turn lies entirely above \( rg(t + a) \), for all \( t \geq 0 \). Now define

\[
T_0^{(\delta)} = \inf\{t > 0 : X_t > r_0 + \delta t\}.
\]

Then \( T_0^{(\delta)} \geq T_0(r, a) \), so it will suffice to prove that \( E(T_0^{(\delta)})^{1+\alpha} < \infty \). To see this, let \( X_t^{(\delta)} = \{X_t^{(\delta)}, t \geq 0\} \) where \( X_t^{(\delta)} = X_t - t \delta - \delta \); this Lévy process satisfies \( P(X_t^{(\delta)} < 0 \text{ i.o. for } t \to \infty) = 0 \), thus \( \lim_{t \to \infty} X_t^{(\delta)} = \infty \text{ a.s.} \). Also we have

\[
T_0^{(\delta)} = \inf\{t > 0 : X_t^{(\delta)} > r_0\},
\]

so \( T_0^{(\delta)} \) is the \( T_0 \) for \( X_t^{(\delta)} \). Thus, by Theorem 1 (cf. (1.14)), \( E(T_0^{(\delta)})^{1+\alpha} < \infty \) for each \( \alpha \geq 0 \) if and only if there is an \( x_0 > 0 \) with

\[
A^{(\delta)}(x) > 0 \text{ for } x > x_0 \text{ and } \int_{(x_0, \infty)} \left( \frac{x}{A^{(\delta)}(x)} \right)^{1+\alpha} |\Pi^{(\delta)}(dx)| < \infty,
\]

(2.28)

where \( A^{(\delta)}(\cdot) \) and \( \Pi^{(\delta)}(\cdot) \) are the \( A(\cdot) \) and \( \Pi(\cdot) \) for the shifted process \( X_t^{(\delta)} \). This process has the same characteristics as \( X \) but with \( \gamma \) replaced by \( \gamma - \delta \). Thus \( \Pi^{(\delta)}(\cdot) = \Pi(\cdot) \), and

\[
A^{(\delta)}(x) = (\gamma - \delta) + \Pi^+(x) - \Pi^-(x) + \int_1^x \left( \Pi^+(y) - \Pi^-(y) \right) dy = A(x) - \delta.
\]

We have \( A(\infty) > 0 \) (Lemma 13) and similarly \( A^{(\delta)}(\infty) > 0 \), so \( A^{(\delta)}(x) \geq a A(x) \) for some \( a > 0 \) for all large \( x \). Thus (2.28) follows from (1.14), and hence \( E(T_0^{(\delta)})^{1+\alpha} < \infty \). \( \square \)

Proof of Theorem 7. (i) Suppose \( ET_1/r, a < \infty \) for all \( r > 0 \) and some \( a > 0 \). Then \( ET_a < \infty \), so \( \lim_{t \to \infty} X_t = \infty \) a.s. and (1.9) holds. If \( E|X_1| < \infty \) and \( \mu := EX_1 > 0 \) then \( P(X_t > (\mu + \varepsilon)t \text{ i.o.}) = 0 \) for all \( \varepsilon > 0 \), so given \( \delta \in (0, 1/2) \) there is a \( t_0(\delta) > 0 \) such that \( P(\sup_{t \geq t_0} (X_t/s) > \mu + \varepsilon) \leq \delta \) for all \( t \geq t_0 \). We can also assume \( t_0 \) so large that \( P(X_{t_0} < 0) \leq \delta \). Now by Doob’s inequality

\[
P(\sup_{0 \leq r \leq t_0} X_t > ra) \leq \sup_{0 \leq r \leq t_0} E|X_t|(ra) \leq 1 - \delta
\]

provided \( r \) is large enough, \( r \geq r(t_0(\delta)) \), say. Also choose \( r > \mu + \varepsilon \). Now

\[
P(\sup_{t \geq t_0} (X_t/(t + a)) \leq r) \geq P(\sup_{0 \leq r \leq t_0} X_t \leq ra, \sup_{t \geq t_0} (X_t - X_{t_0})/t < \mu + \varepsilon).
\]

because if the event on the right-hand side occurs, then \( X_t \leq ra \leq r(t + a) \) for \( t \leq t_0 \), while also for \( t > t_0 \), \( X_t < (\mu + \varepsilon)t + X_{t_0} \leq (\mu + \varepsilon)t + ra \leq r(t + a) \). Thus for \( r > (\mu + \varepsilon) \vee r_0 \),

\[
\frac{X_t}{t + a} \leq \frac{ra}{t + a} \leq \frac{r(t + a)}{t + a} = r.
\]
\[
P\left(T_1(r, a) = \infty\right) \geq P\left(\sup_{0 \leq t \leq t_0} X_t \leq r\right) P\left(\sup_{t > t_0} \left(\frac{X_t - X_{t_0}}{t}\right) \leq \mu + \varepsilon\right) \\
\geq P\left(\sup_{t > t_0} \left(\frac{\left(X_t - X_{t_0}\right)}{t}\right) \leq \mu + \varepsilon, X_{t_0} > 0\right) \\
\geq \delta P\left(\sup_{t > t_0} \frac{X_t}{t} \leq \mu + \varepsilon, X_{t_0} > 0\right) \\
\geq \delta (1 - 2\delta) > 0.
\]

This contradiction shows that the first conclusion in (1.9) must hold, i.e., (1.39) holds.

Conversely, (1.39) implies \(\lim_{t \to \infty} X_t / t = \infty\) a.s. Now we can equivalently write

\[
T_1(r, a) = \inf\left\{ t > 0 : X_t > r(t + a) \right\} = \inf\left\{ t > 0 : X^{(r)}_t > ra \right\},
\]

where \(X^{(r)}_t = X_t - tr\). Thus \(T_1(r, a)\) is \(T_{ra}\) for \(X^{(r)}_t\), and since \(\lim_{t \to \infty} X^{(r)}_t = \infty\) a.s. we have \(E T_1(r, a) < \infty\). This proves the equivalence with (1.39). By Theorem 1, the \(T_{ra}\) for \(X^{(r)}_t\) has a finite moment of order \(1 + \alpha\), or, by (2.29), the same is true for \(T_1(r, a)\), if and only if (2.28) holds with \(r\) in place of \(\delta\). As we saw following (2.28) this is equivalent to (1.14), which in the present case is equivalent to (1.19).

(ii) Now suppose \(E(T_1(r, a)) < \infty\) for some but not all \(r > 0\) and some \(a > 0\). Then \(E T_a < \infty\) and (1.9) holds, and by part (i) of the proof it must be the case that \(0 < EX_1 \leq E|X_1| < \infty\). Conversely this implies \(E(T_1(r, a)) < \infty\) for \(r < EX\) via (2.29) and the fact that \(\lim_{t \to \infty} X^{(r)}_t = \infty\) a.s. when \(0 < r < EX\). If \(r \geq EX_1\), \(\lim_{t \to \infty} X^{(r)}_t = -\infty\) a.s., so the \(T_r\) for \(X^{(r)}_t\) has infinite expectation, thus the same is true of \(T_1(r, a)\) via (2.29).

Finally suppose \(0 < EX_1 \leq E|X_1| < \infty\) and \(0 < r < EX_1\). Then \(E(X^{(r)}_1) = EX_1 - r > 0\), so by Theorem 1, the \(T_r\) for \(X^{(r)}_t\) has a finite moment of order \(\alpha + 1\) if and only if the second condition in (1.18) holds, i.e., if and only if \(E(X^{-1})^{\alpha+1} < \infty\).
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