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ABSTRACT. — We study stochastic processes whose parameter sets are random. In particular, we characterize the finite dimensional distributions of a stochastic process whose parameter domain is a random open convex subset of $\mathbb{R}^d$. This result generalizes work of Kuznetsov, and others. It is based on a theorem of Choquet, and an "inverse limit" theorem that generalizes a result of K. Y. Hu. Applications are also made to Markov processes and to processes with continuous paths.
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RÉSUMÉ. — Nous étudions les processus stochastiques dont l'ensemble des paramètres est aléatoire. En particulier, nous caractérisons les distributions fini-dimensionnelles d'un processus stochastique dont l'ensemble des paramètres est ouvert convexe aléatoire de $\mathbb{R}^d$. Ce résultat généralise le
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1. INTRODUCTION

1.1. Since the middle of the 1950's it has been conventional to consider Markov processes defined on a random time interval \([0, \xi]\). For example, this is the natural domain for a process determined by “local characteristics” (a countable matrix in the case of a denumerable state space, a differential operator in the case of a diffusion, etc.).

Later, it was realized that there is an advantage in restoring symmetry by considering a random birth time \(\alpha\), dual to the random death time. In \([D1]\) the class of Markov processes “alive” on a random interval \([\alpha, \beta) \in \mathbb{R}\), having a given transition function, has been described. Kuznetsov \([K1]\) (see also \([K2]\)) extended this result, allowing the path-space measure to be \(\sigma\)-finite (and typically infinite). This is a very important generalization; for example, it makes it possible to associate a stationary Markov process to each excessive measure of a given transition function.

Actually, the arguments used in \([D1]\) and \([K1]\) are quite general and apply to the non-Markovian case as well. These arguments yield a general theorem for the existence of a stochastic process \((X_t: \alpha < t < \beta)\) with given “finite dimensional distributions”

\[
m_{t_1, \ldots, t_n}(B_1, \ldots, B_n) = P\left( \{ t_1, \ldots, t_n \} \subset \right]{\alpha}, \beta[ \right], X_{t_1} \in B_1, \ldots, X_{t_n} \in B_n).\]

Necessary and sufficient conditions for \(m_{t_1, \ldots, t_n}(B_1, \ldots, B_n)\) to be the finite dimensional distributions of a process with random times of birth and death have been stated in \([D2]\).

In this paper we establish analogous conditions for the existence of a stochastic process \((X_t: t \in \Delta)\) where \(\Delta\) is a random open convex subset of \(\mathbb{R}^d\). Our principle tools are a variation on a theorem of Choquet \([C]\) concerning the distribution of random sets, and a generalization of the classical inverse (or projective) limit theorem. These methods actually apply to stochastic processes whose random domain \(\Delta\) is a subset of an arbitrary parameter space \(T\).
Our investigation was inspired by a recent paper of Hu [H] on stochastic processes with random parameter domains. One of the main results, the “inverse limit” Theorem 3.1, generalizes Theorem 1’ of [H].

1.2 Let \((\Omega, \mathcal{F}, P)\) be a measure space and for each \(\omega \in \Omega\) let \(\Delta(\omega)\) be a non-empty open convex subset of \(\mathbb{R}^d\). We say that \(\Delta(\cdot)\) is a random open convex set (ROC) if \(\{\omega : \Delta \ni \Lambda \} \in \mathcal{F}\) for every non-empty finite set \(\Lambda \subset \mathbb{R}^d\).

Suppose that a measurable space \((E_t, \mathcal{E}_t)\) is given for each \(t \in \mathbb{R}^d\), and that a point \(X_t(\omega) \in E_t\) is specified for each \(\omega \in \Omega, t \in \Delta(\omega)\). We say that \(X_t(\omega)\) is a stochastic process with random domain \(\Delta\) if, for each \(t \in \mathbb{R}^d, B \in \mathcal{E}_t\),

\[
\{ \omega : t \in \Delta(\omega), X_t(\omega) \in B \} \in \mathcal{F},
\]

and if each of the one-dimensional distributions

\[
m_t(B) = P \{ \omega : t \in \Delta(\omega), X_t(\omega) \in B \}
\]

is a \(\sigma\)-finite measure.

For each non-empty set \(G \subset \mathbb{R}^d\) we put

\[
(E_G, \mathcal{E}_G) = \bigotimes_{t \in G} (E_t, \mathcal{E}_t).
\]

The finite dimensional distributions of \(X = (X_t : t \in \Delta)\) are defined by

\[
m_\Lambda(B_\Lambda) = P(\Delta \ni \Lambda, X_\Lambda \in B_\Lambda), \quad B_\Lambda \in \mathcal{E}_\Lambda.
\]

Here \(\Lambda = \{t_1, \ldots, t_n\}\) is a non-empty finite subset of \(\mathbb{R}^d\) and \(X_\Lambda = \{X_{t_1}, \ldots, X_{t_n}\}\). Obviously each \(m_\Lambda\) is a \(\sigma\)-finite measure on \((E_\Lambda, \mathcal{E}_\Lambda)\).

In the sequel \([\Lambda]\) denotes the closed convex hull of a set \(\Lambda \subset \mathbb{R}^d\). Recall that a measurable space \((E, \mathcal{E})\), is a U-space if \(E\) is a topological space homeomorphic to a universally measurable subset of a compact metric space, and if \(\mathcal{E}\) is the Borel \(\sigma\)-field on \(E\).

**Theorem 1.1.** Suppose that \((E_t, \mathcal{E}_t)\) is a U-space for each \(t \in \mathbb{R}^d\). A collection \(\{m_\Lambda : \Lambda \text{ a non-empty finite subset of } \mathbb{R}^d\}\) of \(\sigma\)-finite measures is the system of finite dimensional distributions of a stochastic process \((X_t : t \in \Delta)\) with ROC domain \(\Delta\) if and only if

\[
m_\Lambda(.) = m_{\Lambda \cup \Gamma}(. \times E_{\Gamma}) \quad \text{if } \Lambda \cap \Gamma = \emptyset, \quad [\Lambda] = [\Lambda \cup \Gamma];
\]

\[
m_{\Lambda \cup \Gamma_n}(B_{\Lambda \cup \Gamma_n} \times E_{\Gamma_n}) \to m_{\Lambda}(B_{\Lambda}) \quad \text{if } \Lambda \cap \Gamma_n = \emptyset, \quad [\Lambda \cup \Gamma_n] \downarrow [\Lambda], \quad B_{\Lambda} \in \mathcal{E}_{\Lambda};
\]
\[
\sum_{\Gamma \in \Gamma} (-1)^{|\Gamma|} m_{\Lambda \cup \Gamma}(B \times E) \geq 0 \quad \text{if } \Lambda \cap \Gamma = \emptyset, \ B \in \mathcal{E}_{\Lambda};
\]  

where $\Lambda, \Gamma, \Gamma_n$ are arbitrary non-empty finite subsets of $\mathbb{R}^d$, and $|\Gamma|$ denotes the cardinality of $\Gamma$.

\(1.6\) Remarks. — (a) The necessity of conditions (1.3) and (1.4) is obvious. The necessity of (1.5) follows from the inequality  
\[
0 \leq P(\Delta \supset \Lambda, \ \Delta \cap \Gamma = \emptyset, \ X_{\Lambda} \in B_{\Lambda}) = E(1_{B_{\Lambda}}(X_{\Lambda}) \prod_{t \in \Gamma} (1 - 1_{E_t}(X_t))).
\]

(b) If $d=1$, then $\Delta$ is a random open interval $]a, b[$ and one needs to check (1.5) only for $|\Gamma| = 1$ or 2. Indeed, assuming (1.3) holds, each term in (1.5) corresponding to a $\Gamma$ with $|\Gamma| \geq 3$ has a companion term of equal magnitude and opposite sign; these terms cancel by pairs leaving only the terms with $|\Gamma| = 0, 1, 2$. As mentioned previously, when $d=1$, Theorem 1.1 can be proved by the arguments in [K1]. Another proof was given in [H].

1.3. Let $(X_t : t \in \Delta)$ be a stochastic process with ROC domain $\Delta \subset \mathbb{R}^d$, defined on a measure space $(\Omega, \mathcal{F}, P)$. Fix a non-empty set $\Lambda \subset \mathbb{R}^d$, restrict $P$ to $\Omega_\Lambda = \{ \omega : \Delta(\omega) \supset \Lambda \}$, and let $\mu_\Lambda$ denote the image measure under the mapping $\omega \mapsto (\Delta(\omega), X_{\Lambda}(\omega))$ from $\Omega_\Lambda$ to $(C_\Lambda \times E_\Lambda)$. Here $C_\Lambda$ is the class of open convex subsets of $\mathbb{R}^d$ which contain $\Lambda$.

The proof of Theorem 1.1 consists of two parts: starting from the system $\{ m_\Lambda \}$ we construct a family $\{ \mu_\Lambda \}$; then on an appropriate sample space $\Omega$ (endowed with mappings $\Delta(\omega), X_\Lambda(\omega), t \in \Delta(\omega)$) we construct a measure $P$ such that the measures $\mu_\Lambda$ derive from $(X_t : t \in \Delta)$ as in the first paragraph of this subsection. The first step is based on Theorem 2.1 which characterizes the “finite dimensional distributions” of a ROC $\Delta$. The second step is accomplished by noting that $\{ \mu_\Lambda \}$ is a “projective system” of measures indexed by the partially ordered class of finite subsets of $\mathbb{R}^d$; an “inverse limit” theorem (Theorem 3.1) allows us to conclude that the $\mu_\Lambda$’s are the “projections” of a single measure $P$. In rough outline, this construction was suggested by Hu’s treatment of Theorem 1.1 in the case $d=1$.

In section 2 we investigate ROCs and we construct the measures $\mu_\Lambda$. In section 3 our inverse limit Theorem 3.1 is stated and used to finish the
proof of Theorem 1.1. We also consider several variations of Theorem 1.1. The proof of Theorem 3.1 is given in section 4.

1.4. NOTATION. — \( \mathbb{N} \) denotes the set of natural numbers \( \{1, 2, \ldots \} \). If \( \mathcal{A} \) is a class of subsets of a set \( A \), and if \( B \subset A \), then \( \mathcal{A} \cap B = \{ C \cap B : C \in \mathcal{A} \} \) denotes the trace of \( \mathcal{A} \) on \( B \). If \( (A, \mathcal{A}) \) and \( (B, \mathcal{B}) \) are measurable spaces then \( \mathcal{A} \times \mathcal{B} \) denotes Cartesian product while \( \mathcal{A} \otimes \mathcal{B} \) is the \( \sigma \)-field generated by \( \mathcal{A} \times \mathcal{B} \).

2. RANDOM OPEN CONVEX SETS

2.1. Let \( C \) denote the class of open convex subsets of \( \mathbb{R}^d \), and let \( \mathcal{C} \) denote the \( \sigma \)-field of subsets of \( C \) generated by the events \( \{ \Delta \in C : \Delta \ni K \} \) where \( K \) ranges over the class \( \mathcal{K} \) of compact subsets of \( \mathbb{R}^d \). It can be shown (see e. g. Matheron [Ma]) that \( \mathcal{C} \) is the Borel \( \sigma \)-field corresponding to a separable metrizable topology on \( C \). Let \( \mathcal{I} \) denote the class of nonempty finite subsets of \( \mathbb{R}^d \), and set \( \mathcal{I}_0 = \mathcal{I} \cup \{ \emptyset \} \). Recall that for \( A \subset \mathbb{R}^d \), \( [A] \) denotes the closed convex hull of \( A \).

THEOREM 2.2. — Let \( M : \mathcal{I}_0 \to [0, 1] \) satisfy the conditions:

\[
M(\emptyset) = 1; \quad (2.1)
\]

\[M(\Lambda) = M(\Lambda \cup \{ t \}), \quad \text{if} \quad [\Lambda] = [\Lambda \cup \{ t \}], \quad t \in \mathbb{R}^d \setminus \Lambda; \quad (2.2)\]

\[M(\Lambda_n) \to M(\Lambda), \quad \text{if} \quad [\Lambda_n] \downarrow [\Lambda] \text{ as } n \uparrow \infty; \quad (2.3)\]

\[
\sum_{\tilde{\Gamma} \in \Gamma} (-1)^{|\tilde{\Gamma}|} M(\Lambda \cup \tilde{\Gamma}) \geq 0, \quad \text{if} \quad \Lambda \cap \Gamma = \emptyset. \quad (2.4)
\]

(Here \( \Lambda, \Lambda_n, \Gamma \) are arbitrary elements of \( \mathcal{I} \) and \( |\tilde{\Gamma}| \) denotes the cardinality of \( \tilde{\Gamma} \).) Then there exists a unique probability measure \( \mathbb{P} \) on \( (C, \mathcal{C}) \) such that

\[
\mathbb{P}(\Delta : \Delta \ni \Lambda) = M(\Lambda), \quad \Lambda \in \mathcal{I}_0. \quad (2.5)
\]

Conversely, if \( \mathbb{P} \) is any probability measure on \( (C, \mathcal{C}) \), then \( M(\Lambda) \) defined by (2.5) satisfies (2.1) through (2.4).

Proof. — The necessity of (2.1)-(2.4) follows in the same way as that of (1.3)-(1.5). For the sufficiency first note that (2.2) [resp. (2.4)] implies the apparently stronger condition (2.6) [resp. (2.7)]:

\[
M(\Lambda \cup \Gamma) = M(\Lambda), \quad \text{if} \quad [\Lambda \cup \Gamma] = [\Lambda]; \quad (2.6)
\]
\[ \sum (-1)^k M(\Lambda_0 \cup \Lambda_{i_1} \cup \ldots \cup \Lambda_{i_k}) \geq 0, \]

where the sum in (2.7) extends over all subsets \( \{i_1, \ldots, i_k\} \) of \( \{1, 2, \ldots, n\} \), and \( n \geq 1 \) is arbitrary. Indeed (2.2) implies (2.6) by an obvious induction. To see that (2.4) implies (2.7) first note that (2.7) reduces to (2.4) when \( \Lambda_1, \ldots, \Lambda_n \) are singletons; in general the sum in (2.7) is, for a fixed \( \Lambda_0 \), a symmetric function of \( \Lambda_1, \ldots, \Lambda_n \), and if \( F_n \) denotes this sum then

\[ F_n(\Lambda_0; \Lambda_1, \ldots, \Lambda_{n-1}, \Lambda_n \cup \Lambda_n) = F_n(\Lambda_0; \Lambda_1, \ldots, \Lambda_{n-1}, \Lambda_n) + F_n(\Lambda_0 \cup \Lambda_n; \Lambda_1, \ldots, \Lambda_{n-1}, \Lambda_n) \]

so (2.7) also follows by induction. Taking \( n = 1 \) in (2.7) we see that \( M \) is a decreasing function.

We construct the measure \( P \) on \((C, \mathcal{G})\) by applying Choquet's theorem concerning capacities which are "alternating of order \( \infty \)". To this end we define \( N: \mathcal{K} \to [0, 1] \) which satisfies the analogs of (2.3), (2.6), (2.7), and which agrees with \( M \) on \( \mathcal{F}_0 \). For \( K \in \mathcal{K} \) set

\[ N(K) = \sup \{ M(\Lambda) : \Lambda \in \mathcal{F}_0, [\Lambda] \supseteq K \}. \]

It is clear that

\[ N(K_1) = N(K_2) \quad \text{if} \quad [K_1] = [K_2]. \]

Moreover, \( N(\Lambda) = M(\Lambda) \) if \( \Lambda \in \mathcal{F}_0 \), because of (2.6). If \( K_n \uparrow K \) then \( [K_n] \uparrow [K] \), and if \( U \supseteq [K] \), \( U \) open, then \( U \supseteq [K_n] \) for all large \( n \). These observations coupled with (2.3) and the monotonicity of \( M \) lead easily to

\[ N(K_n) \uparrow N(k) \quad \text{if} \quad K_n \uparrow K, K_n, K \in \mathcal{K}. \]

Using (2.3) and (2.8) one now checks that

\[ \sum (-1)^k N(K_0 \cup K_{i_1} \cup \ldots \cup K_{i_k}) \geq 0, \]

where the sum is over all subsets \( \{i_1, \ldots, i_k\} \) of \( \{1, 2, \ldots, n\} \), and \( n \in \mathbb{N} \) is arbitrary.

The inequalities (2.9) and the continuity property (2.8) amount to the statement that \( T - N \) is a Choquet \( \mathcal{K} \)-capacity, alternating of order \( \infty \). (See [C] or [Ma].) Let \( F \) denote the class of closed subsets of \( \mathbb{R}^d \) endowed with the \( \sigma \)-field \( \mathcal{B}(F) \) generated by the events \( \{F \in F : F \cap K \neq \emptyset\} \), \( K \in \mathcal{K} \).
By Choquet's theorem ([C], [Ma, p. 30]) there is a unique probability measure $P_0$ on $(\mathcal{F}, \mathcal{B}(\mathcal{F}))$ such that

$$P_0(F \in \mathcal{F} : F \cap K \neq \emptyset) = T(K), \quad K \in \mathcal{K}. \quad (2.10)$$

Let $P_1$ denote the image law of $P_0$ under the mapping $F : \mathbb{R}^d \to \mathbb{F}$ from $(\mathcal{F}, \mathcal{B}(\mathcal{F}))$ to $(\mathcal{G}, \mathcal{B}(\mathcal{G}))$, where $\mathcal{G}$ is the class of open subsets of $\mathbb{R}^d$ and $\mathcal{B}(\mathcal{G})$ is generated by $\{ G \in \mathcal{G} : G \ni K \}$, $K \in \mathcal{K}$. Clearly $P_1(G : G \ni K) = N(K)$. Let $\Lambda, \Gamma \in \mathcal{F}$ and let $\mathcal{G}_{\Lambda \Gamma}$ denote the set of those $G \in \mathcal{G}$ such that $G \ni \Lambda$, $G \not\ni \Lambda \cup \Gamma$. Because of (2.6) we have $P_1(\mathcal{G}_{\Lambda \Gamma}) = 0$ whenever $[\Lambda] = [\Lambda \cup \Gamma]$. It follows that $P_1$ is carried by $\mathcal{C}$. Since $\mathcal{C} = \mathcal{B}(\mathcal{G}) \cap \mathcal{C}$, we obtain the desired probability $P$ by restricting $P_1$ to $(\mathcal{C}, \mathcal{C})$. The uniqueness of $P$ follows easily from the uniqueness in Choquet's theorem and our construction of $N$. □

2.2. Recall that $C_\Lambda = \{ \Delta \in C : \Delta \ni \Lambda \}$, $\Lambda \in \mathcal{F}$. The measures $\mu_\Lambda$ on $C_\Lambda \times E_\Lambda$ described in subsection 1.3 satisfy the relation

$$\mu_\Lambda(C_\Lambda \cup \Gamma \times B) = P(\Delta \ni \Lambda \cup \Gamma, X_\Lambda \in B)$$

$$= m_{\Lambda \cup \Gamma}(B \times E_\Gamma), \quad \text{if} \quad \Lambda \cap \Gamma = \emptyset, \quad B \in \mathcal{E}_\Lambda. \quad (2.11)$$

Conversely, starting from a system $\{ m_\Lambda \}$ satisfying (1.3)-(1.5), we can construct a system $\{ \mu_\Lambda \}$ satisfying (2.11). To this end fix $\Lambda \in \mathcal{F}$ and $B \in \mathcal{E}_\Lambda$ such that $0 < m_\Lambda(B) < \infty$. The function

$$M(\Gamma) = m_{\Lambda \cup \Gamma_1}(B \times E_\Gamma_1)/m_{\Lambda}(B), \quad \Gamma \in \mathcal{F}_0, \quad \Gamma_1 = \Gamma \setminus \Lambda,$$

satisfies (2.1), and it follows from (1.3)-(1.5) that $M$ satisfies (2.2)-(2.4) as well. By Theorem 2.1 there is a unique probability $Q_{\Lambda, B}$ on $(C, \mathcal{C})$ such that $Q_{\Lambda, B}(\Gamma) = M(\Gamma), \Gamma \in \mathcal{F}_0$. Clearly $Q_{\Lambda, B}$ is concentrated on $C_\Lambda$. For each $D \in \mathcal{C}_\Lambda = \mathcal{C} \cap C_\Lambda$ and each $B \in \mathcal{E}_\Lambda$ with $m_{\Lambda}(B) < \infty$, we put

$$\mu_{\Lambda}(D \times B) = Q_{\Lambda, B}(D)m_{\Lambda}(B), \quad \text{if} \quad m_{\Lambda}(B) > 0;$$

$$= 0, \quad \text{if} \quad m_{\Lambda}(B) = 0.$$

Evidently $\mu_{\Lambda}(\cdot \times B)$ is a finite measure on $\mathcal{C}_{\Lambda}$. By the uniqueness part of Theorem 2.1, $\mu_{\Lambda}(D \times (\cup B)_{\text{disjoint}}) = \sum_i \mu_{\Lambda}(D \times B_i)$ if the $B_i$ are disjoint and $m_{\Lambda}(\cup B_i) < \infty$. Since $m_{\Lambda}$ is $\sigma$-finite, for each $D \in \mathcal{C}_{\Lambda}$, $\mu_{\Lambda}(D \times \cdot)$ can be uniquely extended to a $\sigma$-finite measure on $\mathcal{E}_{\Lambda}$. Since $(E_{\Lambda}, \mathcal{E}_{\Lambda})$ is a U-space, it follows from a result of Morando [Mo] that there is a unique extension of $\mu_{\Lambda}$ to a measure on $C_{\Lambda} \otimes \mathcal{E}_{\Lambda}$. The reader can check that (2.11) (without the middle term) holds for each $\mu_{\Lambda}, \Lambda \in \mathcal{F}$.
3. A GENERAL INVERSE LIMIT THEOREM AND ITS APPLICATIONS

3.1. Our objective now is to construct a stochastic process \( (X_t(\omega), \mathcal{P}) \) with ROC domain \( \Delta(\omega) \), such that

\[
P(\Delta \ni \Lambda, \Delta \in \mathcal{D}, X_\Lambda \in \mathcal{F}) = \mu_\Lambda(D \times \mathcal{F}) \tag{3.1}
\]

for all \( \Delta \in \mathcal{F}, \mathcal{D} \in \mathcal{E}_\Lambda, \mathcal{F} \in \mathcal{E}_\Lambda \), where the measures \( \mu_\Lambda \) are defined in subsection 2.2. The sample space \( \Omega \) can be chosen in a canonical way: \( \Omega \) is the collection of all functions \( \omega \) defined on a nonempty open convex domain \( \Delta(\omega) \subset \mathbb{R}^d \) and such that \( \omega(t) \in \mathcal{E}_t \) for each \( t \in \Delta(\omega) \). As usual we set \( X_t(\omega) = \omega(t) \) for \( t \in \Delta(\omega) \). Our problem is reduced to constructing a measure \( \mathcal{P} \) on \( \Omega \) subject to condition (3.1).

To this end we invoke a general inverse limit theorem which deals with the following objects:

3.1. A. A partially ordered index set \((\mathcal{I}, \leq)\) such that for each \( \Lambda, \Gamma \in \mathcal{I} \) the least upper bound \( \Lambda \vee \Gamma \) exists. [In our situation, \( \leq \) is inclusion and \( \vee \) is the union of sets.]

3.1. B. A measurable space \((\mathcal{C}, \mathcal{M})\), and a family \( \{ C_\Lambda : \Lambda \in \mathcal{I} \} \subset \mathcal{E} \) such that \( C_\Lambda \cap C_\Gamma = C_\Lambda \wedge \Gamma \) and \( \bigcup \{ C_\Lambda : \Lambda \in \mathcal{I} \} = \mathcal{C} \). We put \( \mathcal{E}_\Lambda = \mathcal{E} \cap C_\Lambda \). For \( x \in \mathcal{C} \) put \( \mathcal{J}(x) = \{ \Lambda \in \mathcal{I} : x \in C_\Lambda \} \). We say that \( \mathcal{J} \subset \mathcal{I} \) determines \( x \in \mathcal{C} \) if for each \( y \in \mathcal{C} \) with \( \mathcal{J}(y) \supset \mathcal{J}(x) \) there exists \( \Lambda \in \mathcal{J} \) with \( x \in C_\Lambda, y \notin C_\Lambda \). We assume that there is a countable set \( \mathcal{J}' \subset \mathcal{I} \) such that for each \( x \in \mathcal{C} \), \( \mathcal{J}' \) determines \( x \). [In our situation \( \mathcal{C} \) is the class of nonempty open convex subsets of \( \mathbb{R}^d \), and \( \mathcal{E} \) is the \( \sigma \)-field on \( \mathcal{C} \) described in Theorem 2.1. Of course \( C_\Lambda = \{ \Lambda \in \mathcal{C} : \Lambda \ni \Lambda \} \). We leave it to the reader to exhibit a set \( \mathcal{J}' \) as above.]

3.1. C. A mapping \( \Delta \) from a set \( \Omega \) to \( \mathcal{C} \). For \( \Lambda \in \mathcal{I} \) we set \( \Omega_\Lambda = \{ \omega \in \Omega : \Delta(\omega) \in C_\Lambda \} \).

3.1. D. Measurable spaces \((E_\Lambda, \mathcal{E}_\Lambda), \Lambda \in \mathcal{I}\), which we assume to be U-spaces.

3.1. E. Mappings \( X_\Lambda : \Omega_\Lambda \to E_\Lambda, \Lambda \in \mathcal{I} \).

3.1. F. Mappings \( \pi_{\Lambda \Gamma} : E_\Lambda \to E_\Gamma, \Gamma \leq \Lambda \). We assume that \( \pi_{\Lambda \Gamma} \) is \( \mathcal{E}_\Lambda \cap \mathcal{E}_\Gamma \)-measurable and surjective, and that

\[
\pi_{\Lambda \Sigma} = \pi_{\Gamma \Sigma} \circ \pi_{\Lambda \Gamma}, \quad \Sigma \leq \Gamma \leq \Lambda; \tag{3.2}
\]
In the context of Theorem 1.1, $\pi_{\Gamma}$ is the natural restriction mapping from $E_{\Lambda}$ to $E_{\Gamma}$.}

3.1 G. Measures $\mu_{\Lambda}$ on $\mathcal{C}_{\Lambda} \otimes \mathcal{E}_{\Lambda}$ such that

$$\mu_{\Lambda}(D \times \pi_{\Lambda}^{-1} F) = \mu_{\Gamma}(D \times F), \quad D \in \mathcal{C}_{\Lambda}, \; F \in \mathcal{E}_{\Gamma}, \; \Gamma \subseteq \Lambda. \quad (3.4)$$

We assume that for each $\Lambda$ there is a sequence $\{D_{n} \times F_{n}\} \subseteq \mathcal{C}_{\Lambda} \times \mathcal{E}_{\Lambda}$ with $\bigcup(D_{n} \times F_{n}) = C_{\Lambda} \times E_{\Lambda}$ and $\mu_{\Lambda}(D_{n} \times F_{n}) < \infty$ for all $n$. [In our situation (3.4) follows easily from (2.11).]

Finally, we need the following technical condition; see section 5 for a discussion of this condition. Recall that a sequence $\{x_{n}\}$ from a directed set $(D, \leq)$ is cofinal if for each $y \in D$ there is an $n$ such that $y \leq x_{n}$.

3.1 H. For each $x \in C$, each sequence $\Lambda(1) \leq \Lambda(2) \leq \ldots$ from $\mathcal{F}(x)$ which is cofinal in some set $\mathcal{F}$ which determines $x$, each sequence $\{y_{n} : n \in \mathbb{N}\}$ such that $y_{n} \in E_{\Lambda(n)}$, $\pi_{\Lambda(n+1)}y_{n+1} = y_{n}$, $n \in \mathbb{N}$, there is a point $\omega \in \Omega$ such that $\Lambda(\omega) = x$, $X_{\Lambda(n)}(\omega) = y_{n}$, $n \in \mathbb{N}$. [This condition is trivially satisfied in the context of Theorem 1.1.]

Theorem 1.1 follows immediately from

**Theorem 3.1.** - Under hypotheses 3.1 A-3.1 H there exists a measure $P$ on $\Omega$ such that for all $\Lambda \in \mathcal{F}$, $D \in \mathcal{C}_{\Lambda}$, $F \in \mathcal{E}_{\Lambda}$,

$$P(\omega \in \Omega_{\Lambda} : \Delta(\omega) \in D, X_{\Lambda}(\omega) \in F) = \mu_{\Lambda}(D \times F). \quad (3.5)$$

The domain of $P$ is the $\sigma$-ring generated by the events on the left side of (3.5), and $P$ is the unique measure on this domain satisfying (3.5). Moreover, $P$ is $\sigma$-finite.

If each $C_{\Lambda}$ is a singleton, then each space $C_{\Lambda} \times E_{\Lambda}$ can be identified with $E_{\Lambda}$. In this case (3.4) means that $\pi_{\Lambda}(\mu_{\Lambda}) = \mu_{\Gamma}$ for $\Gamma \subseteq \Lambda$ and we have a generalization of the classical inverse limit theorem; see [DM, III-53].

Suppose that for each $x \in C$ there exists $y \in C$ such that $\mathcal{F}(y) \supseteq \mathcal{F}(x)$. (This is certainly the case in the context of Theorem 1.1.) Then by 3.1 B we must have $\Omega = \bigcup \{C_{\Lambda} : \Lambda \in \mathcal{F}\}$; since $\mathcal{F}$ is countable it follows that $\Omega$ is an element of the $\sigma$-ring described in Theorem 3.1. Said $\sigma$-ring is thus a $\sigma$-field in this case.

3.2 Markov processes. Theorem 1.1 can be used to construct Markov processes with random times of birth and death but the paths of a process so constructed enjoy no regularity properties. If one desires a Markov process with, for example, right continuous paths, then a slightly different application of Theorem 3.1 must be made. We restrict our attention to
the case of right continuous paths, but it will be obvious that quite similar considerations apply to the cases of continuous paths, cadlag paths, etc.

Let E be a topological space homeomorphic to a Borel subset of a compact metric space, with Borel sets $\mathcal{E}$; let $\partial \not\in E$ be a cemetary point, and let $\Omega$ denote the space of paths $\omega : \mathbb{R} \to E \cup \{ \partial \}$ which are $E$-valued and right continuous on some nonempty open interval $\Delta(\omega) = [\alpha(\omega), \beta(\omega)]$ and which take the value $\partial$ outside of $\Delta(\omega)$. Let $Y_t(\omega) = \omega(t)$, $t \in \mathbb{R}$, $\omega \in \Omega$, and let $\mathcal{F} = \sigma \{ Y_t : t \in \mathbb{R} \}$. Then $(\Omega, \mathcal{F})$ is a U-space (see [DM, III]). We shall consider measures $P$ on $(\Omega, \mathcal{F})$ under which the process $(Y_t : t \in \mathbb{R})$ is a Markov process.

Let $(P_t^s : s < t)$ be a nonhomogeneous transition function: each $P_t^s$ is a subMarkov kernel on $(E, \mathcal{E})$, and $P_t^s P_u^r = P_t^r$ for $s < t < u(s, t, u \in \mathbb{R})$. We say that a measure $P$ on $(\Omega, \mathcal{F})$ is Markovian with transition function $P_t^s$ if

$$v_t \equiv \mathbb{P}(Y_t \in \cdot) \text{ is a } \sigma\text{-finite measure on } (E, \mathcal{E}), t \in \mathbb{R}, \quad (3.6)$$

and

$$P(\alpha < t_1, Y_{t_1} \in dx_1, \ldots, Y_{t_n} \in dx_n, t_n < \beta) = v_{t_1}(dx_1) P_{t_2}^{t_1}(x_1, dx_2) \ldots P_{t_n}^{t_{n-1}}(x_{n-1}, dx_n) \quad (3.7)$$

for $t_1 < t_2 < \ldots < t_n$. Note that

$$v_s P_t^s \uparrow v_t \quad \text{as} \quad s \uparrow t, \quad t \in \mathbb{R}. \quad (3.8)$$

A family $\{v_t : t \in \mathbb{R}\}$ of $\sigma$-finite measures which satisfies (3.8) is called an entrance rule for $P_t^s$. Conversely, each entrance rule corresponds to some Markovian measure $P$, at least under the following regularity hypothesis:

3.2. A. For each $s \in \mathbb{R}$ and $x \in E$ there exists a probability measure $P_{s,x}$ on $\mathcal{F} \cap \{ \alpha = s < \beta \}$ such that for $s < t_1 < t_2 < \ldots < t_n$

$$P_{s,x}(Y_{t_1} \in dx_1, \ldots, Y_{t_n} \in dx_n, t_n < \beta) = P_{t_1}^s(x, dx_1) \ldots P_{t_n}^{t_{n-1}}(x_{n-1}, dx_n). \quad (3.9)$$

**Theorem 3.2.** Let $\{v_t\}$ be an entrance rule for $P_t^s$ and assume that 3.2. A holds. Then there is a unique measure $P$ on $(\Omega, \mathcal{F})$ such that (3.7) holds. Moreover, $P$ is necessarily $\sigma$-finite.

**Proof.** We will apply Theorem 3.1 to the present situation, following the notational scheme laid down in 3.1.A-3.1.H. We take the index set $\mathcal{J}$ to be the class of compact intervals ordered by inclusion; if $\Lambda = [a, b]$, $\Gamma = [c, d]$, then $\Lambda \lor \Gamma = [\min(a, c), \max(b, d)]$. For $\Lambda \in \mathcal{J}$ we take

---
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Ωₐ = \{ ω ∈ Ω : Δ(ω) ⊇ Λ \} and we identify Cₐ, the class of open subintervals of \( R \) containing Λ = [a, b], with the quadrant Hₐ = \{(c, d) : -∞ ≤ c < a < b < d ≤ +∞ \}. We take \( Cₐ \) to be the natural Borel field on Hₐ. Let Eₐ denote the space of right continuous paths from Λ to E, and let \( Fₐ \) be the σ-field on Eₐ generated by the coordinate mappings. We take Xₐ : Ωₐ → Eₐ, πₐ, r : Eₐ → E₉ to be the natural restriction mappings. The reader can easily check that with these choices 3.1. A-3.1. F are satisfied. (Take \( \mathcal{F}' \) in 3.1. B to be the class of those intervals in \( \mathcal{F} \) with rational endpoints.) If x, Λ(n), yₙ are as in 3.1. H, then clearly there is a unique path \( ω ∈ Ω \) such that \( Δ(ω) = x \) and \( ω |_{Λ(n)} = yₙ \) for all \( n ∈ N \). It remains to construct the measures \( νₐ \) subject to 3.1. G.

For an interval I ⊆ R we let \( \mathcal{F}(I) = \{ Yₖ : t ∈ I \} \). Fix Λ = [a, b] and B ∈ \( Fₐ \) with \( νₐ(B) < ∞ \). Making the obvious identifications, for any \( s < a, b ≤ t \) we can regard \( Pₐ(x) \) restricted to \( \mathcal{F}(Λ) \cap \{ t < β \} \) as a measure on \( (Eₐ, Fₐ) \). Thus, for \( s ≤ a, b ≤ t, F ∈ Fₐ \) we may define

\[
M(s, t, F) = \int_{E} v_s P_u(dx) P_{u, x}(F, t < β, Y_a ∈ B), \quad s < a
\]

\[
M(a, t, F) = \limsup_{s ↑ a} M(s, t, F), \quad s < a
\]

where \( u ∈ ]s, a[ \) is arbitrary in (3.10). The right side of (3.10) does not depend on \( u \) because of (3.9). Clearly \( t → M(s, t, F) \) is decreasing and right continuous on \( [b, +∞[. Also, \( v_s P_u = v_s P_v P_v P_u ↑ v_s P_u \) as \( s ↑ v < u < a \). It follows that \( s → M(s, t, F) \) is increasing and left continuous on \( ]-∞, a[ \).

Finally, \( M(s, t, F) ≤ ν_s(B) < ∞ \) and so from (3.10), (3.11) we can deduce

\[
M(a, b, F) = M(s, b, F) - M(a, t, F) + M(s, t, F) ≥ 0.
\]

Recalling our identification of Cₐ with Hₐ, and taking note of Remark (1.6-b), we can argue as in subsection 2.2 to produce a measure \( µₐ \) on \( Cₐ \otimes Fₐ \) such that

\[
µₐ(Cₐ × (F ∩ \{ Y_a ∈ B \})) = M(s, t, F), \quad F ∈ Fₐ,
\]

where \( Γ = [s, t] ⊆ Λ = [a, b] \). Since \( νₐ \) is a σ-finite, it is clear from (3.12) that \( µₐ \) satisfies the σ-finiteness hypothesis in 3.1. G. The relation (3.4) follows from (3.9)-(3.12). Clearly \( \mathcal{F} \) coincides with the σ-ring described in Theorem 3.1 (see the remark following Theorem 3.1). By Theorem 3.1 there exists a unique measure \( P \) (necessarily σ-finite) on \( (Ω, \mathcal{F}) \) such that
3.3. Continuous processes on random open domains. Now we are interested in the case where $\Delta(\omega)$ is a nonempty open subset of a locally compact, second countable Hausdorff space $T$, and $t \rightarrow X_t(\omega)$ is a continuous mapping from $\Delta(\omega)$ to $\mathbb{R}$. We let $\mathcal{F}$ denote the class of nonempty compact subsets of $T$ (ordered by inclusion), and for $\Lambda \in \mathcal{F}$ we let $E_\Lambda$ denote the space of continuous paths from $\Lambda$ to $\mathbb{R}$. The Borel sets in $E_\Lambda$ are denoted $\mathcal{E}_\Lambda$. If $\Delta(\omega) \supset \Lambda$, then $X_\Lambda(\omega)$ denotes the restriction of $\omega$ to $\Lambda$. We put

$$m_\Lambda(B) = P(\Delta \ni \Lambda, X_\Lambda \in B), \quad B \in \mathcal{E}_\Lambda, \quad \Lambda \in \mathcal{F}$$

(3.15)

where $P$ is a measure whose domain contains the events on the right side of (3.15). For $\Gamma \subseteq \Lambda$ (both in $\mathcal{F}$) we let $\pi_{\Lambda \Gamma}$ denote the natural restriction mapping from $E_\Lambda$ to $E_\Gamma$. It is easy to see that

$$m_\Lambda(\pi_{\Lambda \Gamma}^{-1} B) \rightarrow m_\Lambda(B) \quad \text{if} \quad \Lambda_n \downarrow \Lambda, \quad B \in \mathcal{E}_\Lambda,$$

(3.16)

and that for $n \in \mathbb{N}$, $\Lambda_0, \Lambda_1, \ldots, \Lambda_n \in \mathcal{F}$,

$$\Sigma (-1)^k m_{\Lambda_0 \vee \Lambda_{i_1} \vee \ldots \vee \Lambda_{i_k}}(\pi_{\Lambda_0 \vee \Lambda_{i_1} \ldots \vee \Lambda_{i_k} \Lambda_0}^{-1} B) \geq 0, \quad B \in \mathcal{E}_{\Lambda_0},$$

(3.17)

where the sum extends over all subsets $\{i_1, \ldots, i_k\}$ of $\{1, \ldots, n\}$.

**Theorem 3.3.** — Let $\{m_\Lambda : \Lambda \in \mathcal{F}\}$ be a family of $\sigma$-finite measures $[m_\Lambda$ a measure on $(E_\Lambda, \mathcal{E}_\Lambda)$] satisfying (3.16) and (3.17). Then there exists a continuous $\mathbb{R}$-valued stochastic process $(X_t(\omega), \mathbb{P})$ with a random open domain $\Lambda(\omega)$, such that (3.15) holds.

**Remark.** — If $T = \mathbb{R}^d$, then $\Delta(\omega)$ is convex (a. s. $\mathbb{P}$) if and only if

$$m_{\Lambda \vee \Gamma}(\pi_{\Lambda \vee \Gamma, \Lambda}^{-1} B) = m_\Lambda(B), \quad B \in \mathcal{E}_\Lambda,$$

(3.18)

for every pair $\Lambda, \Gamma \in \mathcal{F}$ such that $[\Lambda \cup \Gamma] = [\Lambda]$.

Theorem 3.3 follows from Choquet's theorem and Theorem 3.1 in much the same way as Theorem 1.1. We leave to the reader the details of the proof, contenting ourselves with a few remarks. Let $C$ denote the class of nonempty open subsets of $T$, and let $C$ be the $\sigma$-field on $C$ generated by the events

$$C_\Lambda = \{ x \in C : x \ni \Lambda \}, \quad \Lambda \in \mathcal{F}.$$
If $\mathcal{B}$ is a countable base for the topology of $T$ consisting of relatively compact open sets, then 3.1.B holds with $\mathcal{J}' = \{ \cup : U \in \mathcal{B} \}$. The fact that each $\pi_{\Lambda_{\Gamma}}$ is surjective (3.1.F) follows from Tietze's extension theorem. Hypothesis 3.1.H is automatically satisfied (see subsection 5.4).

**Remark.** — In Theorem 3.3 the state space $\mathbb{R}$ can be replaced by a topological space $E$ with the property that any continuous mapping, of a compact subset of a compact metric space $K$, into $E$, admits a continuous extension to all of $K$.

## 4. PROOF OF THE GENERAL INVERSE LIMIT THEOREM

### 4.1. We begin with the following

**Lemma 4.1.** — For each $\Lambda \in \mathcal{J}$, the mapping $\omega \mapsto (\Delta(\omega), X_\Lambda(\omega))$, from $\Omega_\Lambda$ to $C_\Lambda \times E_\Lambda$, is surjective.

**Proof.** — Fix $\Lambda \in \mathcal{J}$, $x \in C_\Lambda$, $y_\Lambda \in E_\Lambda$. Let $\mathcal{J}'$ be as in 3.1.B and let $\mathcal{J}$ denote the $\vee$-stabilization of $\{ \Lambda \vee \Gamma : \Gamma \in \mathcal{J} \cap \mathcal{J}(x) \} \cup \{ \Lambda \}$. Since $\mathcal{J}'$ determines $x$, so does $\mathcal{J}$. Clearly there exists an increasing sequence $\{ \Lambda(n) : n \in \mathbb{N} \} \subset \mathcal{J}$ which is cofinal in $\mathcal{J}$. By 3.1.F, each $\pi_{\Gamma, \Lambda}$ is surjective and so we can choose inductively a sequence $\{ y_n \}$ with $y_n \in E_{\Lambda(n)}$, $\pi_{\Lambda(n)\Lambda(n+1)}(y_{n+1}) = y_n$ and $\pi_{\Lambda(1)\Lambda}(y_1) = y_\Lambda$. By 3.1.H there exists an $\omega \in \Omega$ with $\Delta(\omega) = x$, $X_{\Lambda(1)}(\omega) = y_\Lambda$, $n \in \mathbb{N}$. Clearly $(\Delta(\omega), X_\Lambda(\omega)) = (x, y_\Lambda)$ as required. $\square$

Now note that the sets

$$\{ \omega : \Delta(\omega) \in D, X_\Lambda(\omega) \in F \}, \quad \Lambda \in \mathcal{J}, \quad D \in \mathcal{G}_\Lambda, \quad F \in \mathcal{F}_\Lambda,$$

form a semiring $\mathcal{A}$ in $\Omega$. The first step in the proof is to define a function $\mu : \mathcal{A} \to [0, +\infty]$ such that

$$\mu(A) = \mu_\Lambda(D \times F) \quad \text{if} \quad A = \{ \Delta \in D, X_\Lambda \in F \} \quad (4.1)$$

where $D \in \mathcal{G}_\Lambda, F \in \mathcal{F}_\Lambda$. To justify (4.1) we need to verify that if $A$ has a second representation $A = \{ \Delta \in D', X_\Lambda \in F' \}$, where $D' \in \mathcal{G}_\Lambda', F' \in \mathcal{F}_\Lambda'$, then

$$\mu_\Lambda'(D' \times F') = \mu_\Lambda(D \times F). \quad (4.2)$$
If $A = \emptyset$, then (4.2) follows trivially from Lemma 4.1. If $A \neq \emptyset$, then $A \subset \Omega_A \cap \Omega_{\Lambda'} = \Omega_\Gamma$, where $\Gamma = \Lambda \vee \Lambda'$. By (3.3)

$$A = \{\Delta \in D, \ X_\Gamma \in \pi_{\Gamma, A}^{-1} F\} = \{\Delta \in D', \ X_\Gamma \in \pi_{\Gamma, A'}^{-1} F'\},$$

and so $D = D'$, $\pi_{\Gamma, A}^{-1} F = \pi_{\Gamma, A'}^{-1} F'$ by Lemma 4.1. Relation (4.2) now follows from (3.4).

Thus $\mu$ is well-defined on $\mathcal{A}$ by (4.1). It is easy to check that $\mu$ is additive on $\mathcal{A}$. Moreover, by 3.1.G, each $A \in \mathcal{A}$ is contained in a countable union of sets from $\mathcal{A}$ with finite $\mu$ measure (i.e., $\mu$ is $\sigma$-finite on $\mathcal{A}$).

4.2. By a classical theorem of measure theory (see 3.13, Theorem A of [Ha]), the proof will be completed once we show that $\mu$ is $\sigma$-additive on $\mathcal{A}$. Our proof of this point follows in outline an argument of Hu [H].

We fix a sequence $\{A_i : i \in \mathbb{N}\}$ of nonempty disjoint sets from $\mathcal{A}$ with union $A_0 \in \mathcal{A}$. Then for each $i \geq 0$ there is an index $\Lambda_i(i) \in \mathcal{A}$ and sets $(D_i \times F_i) \in \mathcal{E}_{\Lambda(i)} \times \mathcal{E}_{\Lambda(i)}$ such that $A_i = \{\Delta \in D_p, \ X_{\Lambda(i)} \in F_i\}$. Now $A_i \subset A_0 \subset \Omega_{\Lambda(0)}$ and so $A_i \subset \Omega_{\Lambda(0)} \vee \Lambda(0)$ if $i \geq 1$. Replacing $\Lambda(i)$ by $\Lambda(i) \vee \Lambda(0)$, and $F_i$ by $\pi_{\Lambda(0)}^{-1} \Lambda(0), \Lambda(0)) (F_i)$ if necessary, we assume without loss of generality that $\Lambda(i) \geq \Lambda(0)$ for $i \geq 1$. If $x \in D_0$ then we can choose $y \in F_0$ (else $A_0 = \emptyset$); by Lemma 4.1 there exists an $\omega$ with $\Delta(\omega) = x$, $X_{\Lambda(0)}(\omega) = y$. Thus $\omega \in A_0 = \bigcup A_i$, so $x = \Delta(\omega) \in D_i$ for some $i \geq 1$. In other words, $D_0 \subset \bigcup_{i=1}^{\infty} D_i$. Similary, $D_0 \supset \bigcup_{i=1}^{\infty} D_i$.

We need two more lemmas, which we prove in the next subsection.

**LEMMA 4.2.** — There exists a probability measure $\nu$ on $(\mathcal{C}_{\Lambda(0)}, \mathcal{E}_{\Lambda(0)})$, a family $\rho_\Lambda(x, dy), \Lambda \geq \Lambda(0)$ of Markov kernels from $(\mathcal{C}_{\Lambda}, \mathcal{E}_{\Lambda})$ to $(\mathcal{E}_{\Lambda}, \mathcal{E}_{\Lambda})$, and strictly positive functions $f_\Lambda \in \mathcal{C}_{\Lambda} \otimes \mathcal{E}_{\Lambda}$ such that

$$\mu_\Lambda(D \times F) = \int_D \nu(dx) \int_F \left[ f_\Lambda(x, y) \right]^{-1} \rho_\Lambda(x, dy), \quad (4.3)$$

where $\Lambda \geq \Lambda(0)$, $D \in \mathcal{E}_{\Lambda}$, $F \in \mathcal{E}_{\Lambda}$.

**LEMMA 4.3.** — There is a $\nu$-null set $B \in \mathcal{C}_{\Lambda(0)}$ such that for $x \in D_0 \setminus B$,

$$\int_{F_0} \left[ f_{\Lambda(0)}(x, y) \right]^{-1} \rho_{\Lambda(0)}(x, dy) = \sum_{i \in I(x)} \int_{F_i} \left[ f_{\Lambda(i)}(x, y) \right]^{-1} \rho_{\Lambda(i)}(x, dy), \quad (4.4)$$

where $I(x) = \{i \geq 1 : x \in D_i\}$. 
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Let us now integrate both sides of (4.4) against \(1_{D_0}(x)\nu(dx)\). On the left side, because of (4.3), we obtain \(\mu_{\Lambda(0)}(D_0 \times F_0) = \mu(A_0)\). On the right side we obtain

\[
\int_{D_0} \nu(dx) \sum_{i \geq 1} \int_{F_i} [f_{\Lambda(i)}(x, y)]^{-1} \rho_{\Lambda(i)}(x, dy)
\]

\[
= \sum_{i \geq 1} \int_{D_i} \nu(dx) \int_{F_i} [f_{\Lambda(i)}(x, y)]^{-1} \rho_{\Lambda(i)}(x, dy)
\]

\[
= \sum_{i \geq 1} \mu_{\Lambda(i)}(D_i \times F_i) = \sum_{i \geq 1} \mu(A_i).
\]

Thus \(\mu(A_0) = \sum_{i \geq 1} \mu(A_i)\) and so \(\mu\) is \(\sigma\)-additive on \(\mathcal{A}\). The proof of Theorem 3.1 is complete.

4.3. It remains to prove Lemmas 4.2 and 4.3.

**Proof of Lemma 4.2.** — By 3.1.G, \(\mu_{\Lambda(0)}\) is \(\sigma\)-finite and so we may choose a strictly positive function \(f = f_{\Lambda(0)} \in \mathcal{C}_{\Lambda(0)} \otimes \mathcal{E}_{\Lambda(0)}\) such that \(\mu_{\Lambda(0)}(f) = 1\). Define a probability measure \(\nu\) on \((C_{\Lambda(0)}, \mathcal{E}_{\Lambda(0)})\) by setting \(\nu(D) = \mu_{\Lambda(0)}(f 1_{D \times E_{\Lambda(0)}})\). For \(\Lambda \geq \Lambda(0)\) define \(f_{\Lambda} \in \mathcal{C}_{\Lambda} \otimes \mathcal{E}_{\Lambda}\) by \(f_{\Lambda}(x, y) = f_{\Lambda(0)}(x, \pi_{\Lambda, \Lambda(0)}(y))\), and note that \(f_{\Lambda} > 0\) on \(C_{\Lambda} \times F_{\Lambda}\). By (3.4), \(\mu_{\Lambda}(f_{\Lambda}) \leq \mu_{\Lambda(0)}(f) = 1\). The measure \(\mu_{\Lambda} = f_{\Lambda}\). \(\mu_{\Lambda}\) is thus a subprobability measure on \(\mathcal{E}_{\Lambda} \otimes \mathcal{E}_{\Lambda}\). It follows from (3.4) that for fixed \(\Lambda \geq \Lambda(0), F \in \mathcal{E}_{\Lambda}\), the measure \(\mu_{\Lambda}(. \times F)\) is dominated by \(\nu\) on \(\mathcal{C}_{\Lambda}\). Since \((E_{\Lambda}, \mathcal{E}_{\Lambda})\) is a U-space, standard techniques (see [DM], [G]) show that there are Markov kernels \(\rho_{\Lambda}(x, dy)\) satisfying (4.3). □

**Proof of Lemma 4.3.** — First note that since \(\mathcal{E}_{\Lambda}\) is countably generated, it follows from (3.4) that if \(\Lambda(0) \leq \Gamma \leq \Lambda\) then there is a \(\nu\)-null set \(B_{\Gamma} \subset \mathcal{E}_{\Lambda}\) such that for \(x \in C_{\Lambda} \setminus B_{\Gamma}\),

\[
\pi_{\Gamma}(\rho_{\Lambda}(x, .)) = \rho_{\Gamma}(x, .).
\]

(4.5)

Let \(\mathcal{J}'\) be as in 3.1.B and let \(\mathcal{J}\) denote the \(\nu\)-stabilization of \(\{\Gamma \setminus \Lambda(i) : \Gamma \in \mathcal{J}'\}, i \geq 0\}; \(\mathcal{J}\) is countable. Let \(B = \bigcup\{D_0 \cap B_{\Gamma} : \Lambda, \Gamma \in \mathcal{J}, \Gamma \leq \Lambda\}\) so that \(B \in \mathcal{C}_{\Lambda(0)}, B \subset D_0, \nu(B) = 0\).

Fix \(x \in D_0 \setminus B\) and put \(\mathcal{J}(x) = \{\Lambda \in \mathcal{J} : x \in C_{\Lambda}\}\). Then \(\mathcal{J}(x)\) determines \(x\), and (4.5) holds whenever \(\Gamma \leq \Lambda\) both lie in \(\mathcal{J}(x)\). Since \(\mathcal{J}(x)\) has a cofinal sequence, the classical inverse limit theorem ([DM, III-53]) applies to the inverse system \(\{\rho_{\Lambda}(x, .), \Lambda \in \mathcal{J}(x)\}\) under the mappings \(\pi_{\Lambda\Gamma}\). More precisely, let \(E\) consist of those elements \((y_{\Lambda} : \Lambda \in \mathcal{J}(x))\) of the product
space $\times \{E_\Lambda : \Lambda \in \mathcal{F}(x)\}$ which satisfy $\pi_\Lambda y_\Lambda = y_T$ for all $\Lambda, \Gamma \in \mathcal{F}(x)$ with $\Gamma \leq \Lambda$. Let $q_\Lambda : E \to E_\Lambda$ denote the coordinate projection and put $\mathcal{F} = \sigma \{q_\Lambda : \Lambda \in \mathcal{F}(x)\}$. Then there is a unique probability measure $\rho_x$ on $(E, \mathcal{F})$ such that

$$\rho_x(q_\Lambda^{-1} F) = \rho_\Lambda(x, F), \quad \Lambda \in \mathcal{F}(x), \ F \in \mathcal{F}_\Lambda. \tag{4.6}$$

Recall that $A_0 = \{\Delta \in D_0, X_{A(0)} \in F_0\}$ is the disjoint union of

$$A_i = \{\Delta \in D_0, X_{A(0)} \in F_i\}, \quad i \geq 1.$$

For $i \in I(x) = \{i \geq 1 : x \in D_i\}$ put $B_i = q_\Lambda^{-1}(0) F_i \in \mathcal{F}$. Then $B_0 = \bigcup\{B_i : i \in I(x)\}$ and this is a disjoint union. Indeed, if $y = (y_\Lambda) \in E$ is a point of $B_i \cap B_j (i \neq j; i, j \in I(x))$, then by 3.1.H there exists $\omega \in \Omega$ with $\Delta(\omega) = x, X_\Lambda(\omega) = y_\Lambda, \Lambda \in \mathcal{F}(x)$. But then $\omega \in A_i \cap A_j$ which contradicts $A_i \cap A_j = \emptyset$. By a similar argument we have $B_0 = \bigcup\{B_i : i \in I(x)\}$. Finally, note that there is a uniquely determined $\mathcal{F}$-measurable function $g : E \to [0, +\infty[$ such that $g(y) = f_\Lambda(x, y_\Lambda)$ for any $y = (y_\Lambda) \in E, \Lambda \in \mathcal{F}(x)$. Since $\rho_x$ is $\sigma$-additive we have

$$\rho_x(g^{-1} 1_{B_0}) = \sum_{i \in I(x)} \rho_x(g^{-1} 1_{B_i}). \tag{4.7}$$

Now (4.4) follows immediately from (4.7) and (4.6). $\square$

5. CONCLUDING REMARKS

5.1. Theorem 2.1 is a refinement of a theorem of Choquet [C] which characterizes the distributions of random closed subsets of locally compact Hausdorff spaces. Choquet's theorem forms the foundation of Matheron's theory of random sets. (See [Ma].) In particular Theorem 4-2-1 of [Ma] gives necessary and sufficient conditions for a random closed subset of $\mathbb{R}^d$ to be convex. A more general theory of random sets has been developed by Kendall [Ke].

5.2. Theorem 1.1 implies a theorem of Kuznetsof [K1], mentioned already in section 1.

Theorem 3.2 (under an additional hypothesis on $P^\mu$) has been proved by quite different methods by Getoor and Glover [GG, (3.5)].
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5.3. Under certain conditions the hypothesis 3.1.H of Theorem 3.1 can be dropped. For instance, if the elements of the index set $\mathcal{J}$ are subsets of some set $T$ (the order $\subseteq$ on $\mathcal{J}$ being inclusion), if each $(E_t, \mathcal{E}_t)$ is the product of spaces $(E_t, \mathcal{E}_t)$, $t \in \Lambda$, and if $\pi_{\Lambda t}$ is the natural projection, then 3.1.H is automatically satisfied. In this case the assumption in 3.1.B concerning $\mathcal{J}'$ can also be dropped, and Theorem 3.1 is essentially Theorem 1' of [H].

5.4. In most cases of interest it is possible, starting from 3.1.A, 3.1.B, 3.1.D, 3.1.F [but not (3.3)], and 3.1.G, to construct $\Omega$, $\Lambda$, $X_\Lambda$ so that 3.1.C, 3.1.H, and (3.3) hold. For instance, suppose that we strengthen the second part of 3.1.B by assuming the existence of a countable set $\mathcal{J}' \subset \mathcal{J}$ such that $\mathcal{J}' \cap \mathcal{J}(x)$ is cofinal in $\mathcal{J}(x)$ for each $x \in C$. For fixed $x \in C$ let $E(x)$ denote the set of elements $(y_\Lambda : \Lambda \in \mathcal{J}(x))$ of the product space $\times \{E_\Lambda : \Lambda \in \mathcal{J}(x)\}$ such that $\pi_{\Lambda x} y_\Lambda = y_\Gamma$ for all $\Gamma, \Lambda \in \mathcal{J}(x)$ with $\Gamma \leq \Lambda$. Now put

$$\begin{align*}
\Omega &= \{(x, y) : x \in C, y \in E(x)\}, \\
\Delta(\omega) &= (x, y) = x, \\
X_\Lambda(\omega) &= X_\Lambda(x, y) = y_\Lambda \quad \text{if} \quad (x, y) = (x, (y_\Lambda)) \in \Omega_\Lambda.
\end{align*}$$

Clearly 3.1.C and (3.3) are satisfied, and 3.1.H follows easily from our assumption regarding $\mathcal{J}'$.

A class $\mathcal{J}'$ as above exists, for example, if $C$ is the class of nonempty open subsets of a locally compact, second countable Hausdorff space $T$, if $\mathcal{S}$ is the class if nonempty compact subsets of $T$ (ordered by inclusion), and if

$$C_\Lambda = \{x \in C : x \supseteq \Lambda\}, \quad \Lambda \in \mathcal{J}.$$  
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