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0. Introduction.

In small dimensions, the number of integral unimodular lattices is quite small. The list of such lattices which are indecomposable starts with the trivial lattice $\mathbb{Z}$, the lattice associated to the root system $E_8$ and a lattice with root system $D_{12}$ in dimension 12. Unimodular lattices are classified up to dimension 25, where there are 665 of them [Bo]. In [Ba], all indecomposable lattices up to dimension 24 are explicitly constructed.

There are even less unimodular lattices without roots. Up to dimension 26, there are exactly four of them, respectively in dimension 23, 24 (Leech), 24 and 26 ([Bo] and [Bo1]).

The main purpose of this paper is to construct a 28-dimensional unimodular lattice without roots and automorphism group the group $\text{Sp}(6,\mathbb{F}_3) \cdot 2$ of all symplectic similitudes of the symplectic space of dimension 6 over $\mathbb{F}_3$. Its order is equal to 18 341 406 720. Pairs of vectors of norm 3 in this lattice are in bijection with the set of Lagrangians in $\mathbb{F}_3^6$. By other constructions, we know several other 28-dimensional unimodular lattices without roots; indeed, we have a complete list of 38 non-isomorphic such lattices, cf. [BV].
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1. Basic definitions.

Let $\mathbb{E}^n$ denote a real euclidean $n$-dimensional vector space with scalar product $\langle \cdot, \cdot \rangle$. An $n$-dimensional lattice is a discrete cocompact subgroup of $\mathbb{E}^n$. Two lattices $\Lambda, \Lambda' \subset \mathbb{E}^n$ are isomorphic if there exists an isometry $g$ of $\mathbb{E}^n$ such that $g\Lambda = \Lambda'$. A lattice $\Lambda \subset \mathbb{E}^n$ is integral if all scalar products between lattice elements are integral. The norm of a lattice element $\lambda \in \Lambda$ is $\langle \lambda, \lambda \rangle$ (and is hence the square of the euclidean norm of $\lambda$). A lattice element of an integral lattice is a root if its norm is 1 or 2. The dual lattice $\Lambda^\sharp$ of $\Lambda$ is the lattice

$$\Lambda^\sharp = \{ z \in \mathbb{E}^n \mid \langle z, \lambda \rangle \in \mathbb{Z} \quad \forall \lambda \in \Lambda \}.$$

For an integral lattice $\Lambda$ we have $\Lambda \subset \Lambda^\sharp$ and the finite group $\Lambda^\sharp/\Lambda$ is the determinant group of $\Lambda$. Its order is the determinant of $\Lambda$. An integral lattice is unimodular if $\Lambda = \Lambda^\sharp$. The automorphism group of $\Lambda$ is the finite group

$$\text{Aut}(\Lambda) = \{ g \in O(\mathbb{E}^n) \mid g(\Lambda) = \Lambda \}$$

where $O(\mathbb{E}^n)$ denotes the group of linear isometries of $\mathbb{E}^n$. A lattice is decomposable if it is the direct sum of two non-trivial sublattices in two orthogonal subspaces of $\mathbb{E}^n$. It is indecomposable otherwise.

Let $S = (s_1, \ldots, s_k)$ be a finite sequence of elements in $\mathbb{E}^n$. The Gram matrix with respect to $S$ is the $k \times k$-matrix $G$ with entries

$$G_{i,j} = \langle s_i, s_j \rangle.$$

A Gram matrix of a lattice $\Lambda$ is the Gram matrix with respect to a $\mathbb{Z}$-basis of $\Lambda$.

**Proposition 1.1.** — Let $\Lambda$ be a lattice of $\mathbb{E}^n$. Consider a finite sequence $S$ whose elements generate $\Lambda$ and the Gram matrix $G$ with respect to $S$.

The matrix $G$ is symmetric and of rank $n$. It has $n$ strictly positive eigenvalues and all the remaining eigenvalues are zero. The matrix $G$ is integral if and only if $\Lambda$ is an integral lattice.

Conversely, let $G$ be a real symmetric $k \times k$-matrix with $n$ strictly positive eigenvalues and no strictly negative eigenvalues. Then there exists a finite sequence $S = (s_1, \ldots, s_k)$ of $\mathbb{E}^n$ such that $G$ is the Gram matrix with respect to $S$. Moreover, if $G$ is integral, then the set $S$ generates an integral lattice $\Lambda$. 
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The proof of these well-known facts is left to the reader.

Remark 1.2. — The converse statement of Proposition 1.1 is even more striking in the case where the positive symmetric integral matrix $G$ is proportional to an idempotent, i.e. satisfies $G^2 = \lambda G$ for some natural integer $\lambda$. Let $s_i$ be the $i$-th row-vector of the matrix $\frac{1}{\sqrt{\lambda}} G$. We have then

$$\langle s_i, s_j \rangle = \frac{1}{\lambda} \sum_k G_{ik} G_{jk} = \frac{1}{\lambda} \sum_k G_{ik} G_{kj} = G_{i,j}$$

and the finite set $S$ is hence essentially the set of row-vectors of $G$.

Let $X$ be a finite set. A symmetric association scheme on $X$ with $d$ classes is a pair $(X, \mathcal{R})$ such that

(i) $\mathcal{R} = \{R_0, R_1, \ldots, R_d\}$ is a partition of $X \times X$;

(ii) $R_0 = \{(x, x) \mid x \in X\}$;

(iii) $(x, y) \in R_i \iff (y, x) \in R_i$ (symmetry);

(iv) there are numbers $p_{ij}^k$ such that for any pair $(x, y) \in R_k$ the number of $z \in X$ with $(x, z) \in R_i$ and $(y, z) \in R_j$ equals $p_{ij}^k$ (cf. page 43 in [BCN], or page 52 in [BI]).

The elements of $X$ are the “points” and the elements $R_0, \ldots, R_d$ in $\mathcal{R}$ are the “relations” of the scheme $\mathcal{X} = (X, \mathcal{R})$. The numbers $p_{ij}^k$ are its intersection numbers. The number $n_i = p_{ii}^0$ is the valency of the relation $R_i$.

The automorphism group of an association scheme $\mathcal{X}$ is the group

$$\text{Aut}(\mathcal{X}) = \{\sigma \in S_X \mid (\sigma x, \sigma y) \in R_i \text{ for all } (x, y) \in R_i$$

and for all $i \in \{0, \ldots, d\}\}$$

where $S_X$ denotes the symmetric group of the set $X$.

The $i$-th adjacency matrix of $\mathcal{X}$ is the $n \times n$ matrix $A_i$ defined by

$$A_i(x, y) = \begin{cases} 1 & \text{if } (x, y) \in R_i, \\ 0 & \text{otherwise}, \end{cases}$$

where the $n$ points of $X$ index the rows and columns of $A_i$. The adjacency matrices span a $(d+1)$ dimensional commutative subalgebra $\mathcal{A}$ consisting of symmetric matrices in the algebra of complex $n \times n$ matrices. By definition of the intersection numbers $p_{ij}^k$, the multiplication in the algebra $\mathcal{A}$ is given by

$$A_i A_j = \sum_k p_{ij}^k A_k.$$
The intersection matrices of $X$ are the $(d + 1) \times (d + 1)$ matrices $B_0, \ldots, B_d$ with entries

$$(B_i)_{k,j} = p^{k}_{ij}.$$ 

**Lemma 1.3.** — The linear application

$$\varphi \left\{ \begin{array}{rcl} A & \rightarrow & M_{d+1}(\mathbb{C}) \\ \sum \alpha_i A_i & \mapsto & \sum \alpha_i B_i \end{array} \right.$$ 

is an isomorphism of the algebra $A$ onto a $(d + 1)$-dimensional abelian subalgebra of $M_{d+1}(\mathbb{C})$.

**Proof.** — See Theorem 2.3 chapter II at page 57 in [BI]. 

**Remark 1.4.** — The underlying vector space of $A$ carries a second algebra structure given by Hadamard multiplication. The vector space underlying $A$ equipped with both algebra structures is called the Bose-Mesner algebra of the scheme $X$. We will not need this second algebra structure.

Many symmetric association schemes are described by the following proposition.

**Proposition 1.5.** — Let $G$ be a finite group which acts transitively on a set $X$. Consider the action of $G \times \{\pm 1\}$ on $X \times X$ defined by

$$(g, +1)(x, y) = (g(x), g(y)),$$

$$(g, -1)(x, y) = (g(y), g(x)).$$

Denote the orbits of $X \times X$ under the action of $G \times \{\pm 1\}$ by $R_0, R_1, \ldots, R_d$ where $R_0$ denotes the diagonal in $X \times X$.

Then $X = (X, \{R_0, R_1, \ldots, R_d\})$ is a symmetric association scheme on $X$ with $d$ classes.

**Proof.** — See for instance example 2.1.(1) in [BI].

**2. Lattices associated to rational idempotents.**

Since the algebra $A$ of a symmetric association scheme with $d$ classes is an abelian, semi-simple, $(d + 1)$-dimensional algebra, $A$ contains $d + 1$ minimal idempotents. We denote them by $E_0, E_1, \ldots, E_d$ where $E_0$ is
traditionally the idempotent \( E_0 = A_0 + A_1 + \ldots + A_d \) of rank 1. Let \( f_0 = 1, f_1, \ldots, f_d \) be the ranks of the idempotents \( E_0, \ldots, E_d \). The numbers \( f_0, \ldots, f_d \) are the multiplicities of the association scheme (and can be recovered from the intersection numbers). An element \( M = \sum \mu_i A_i \) of \( \mathcal{A} \) is rational if the coefficients \( \mu_0, \ldots, \mu_d \) are rational numbers. If \( E_r \) is a rational minimal idempotent there exists a smallest positive integer \( \lambda_r \) such that \( E_r = \frac{1}{\lambda_r} \sum \gamma_{r,i} A_i \) with \( \gamma_{r,0}, \ldots, \gamma_{r,d} \) integral. The matrix \( G_r = \lambda_r E_r = \sum \gamma_{r,i} A_i \) is hence a symmetric integral matrix.

**Proposition 2.1.** — Let \( G_r = \lambda_r E_r = \sum \gamma_{r,i} A_i \in \mathcal{A} \) be an integral matrix as above.

(i) The vector \( (\gamma_{r,0}, \ldots, \gamma_{r,d}) \) is a common eigenvector of \( B_0, \ldots, B_d \).

(ii) The matrix \( G_r \) is the Gram matrix with respect to \( n \) vectors in \( \mathbb{E}^{f_r} \) which span an \( f_r \)–dimensional integral lattice \( \Lambda_r \).

(iii) If the rows of \( G_r \) are all distinct, then the automorphism group of \( \mathcal{A} \) injects into the automorphism group of \( \Lambda_r \).

(iv) If a prime \( p \) divides the determinant of \( \Lambda_r \), then \( p \) divides the integer \( \lambda_r \).

**Proof.** — (i) We have by definition \( A_i (\lambda_r E_r) = A_i (\sum \gamma_{r,j} A_j) \in \mathbb{C} E_r = \mathbb{C} (\sum \gamma_{r,j} A_j) \). Using Lemma 1.3 this implies that \( \mathbb{C} \sum \gamma_{r,j} B_j \) is an ideal of the complex matrix algebra spanned by \( B_0, \ldots, B_d \).

(ii) By Remark 1.2 the lattice \( \Lambda_r \) is the lattice \( \frac{1}{\sqrt{\lambda}} \sum \mathbb{Z} s_i \) where \( s_1, \ldots, s_n \) are the row-vectors of \( G_r \). The automorphism group of \( \mathcal{A} \) permutes \( s_1, \ldots, s_n \) and this action extends to a linear isometry of \( \mathbb{E}^{f_r} = \Lambda_r \otimes_{\mathbb{Z}} \mathbb{R} \). Since the vectors \( s_1, \ldots, s_n \) are all distinct, this defines an injective homomorphism from Aut(\( \mathcal{A} \)) into Aut(\( \Lambda_r \)) \( \subset \text{O}(\mathbb{E}^{f_r}) \).

(iv) If \( p \) divides det(\( G_r \)) the \( p \)–rank of \( G_r \) is strictly smaller than \( f_r \). Since the characteristic polynomial of the integral matrix \( G_r \) is \( (x - \lambda_r)^{f_r} x^{n-f_r} \), the prime \( p \) divides \( \lambda_r \).

**Remark 2.2.** — The lattice \( \Lambda_r \) tells something about the position of the \( r \)–th subspace \( V_r \) of \( \mathcal{A} \) in \( \mathbb{Z}^n \). Two natural questions are: What is the finite index of the pair of lattices

\[
\left( \frac{1}{\sqrt{\lambda}} \mathbb{Z}^n \cap V_r \right) \subset \Lambda_r = \frac{1}{\sqrt{\lambda}} \sum \mathbb{Z} s_i ?
\]
Is the lattice $v^\mathbb{Z}^n$ included in $\Lambda_r = \frac{1}{\sqrt{\lambda}} \sum \mathbb{Z}s_i$?

The following proposition gives a partial answer about the set of lattices constructed by using Proposition 2.1.

**Proposition 2.3.** — Let $\Lambda$ be an integral lattice with automorphism group $G$. Suppose that there exists $\lambda \in \Lambda$ such that the orbit $G.\lambda$ generates $\Lambda$. Then there exists an association scheme $\mathcal{A}$ with automorphism group $G$ such that the Gram matrix $F$ with respect to $G.\lambda$ is an element of $\mathcal{A}$. Moreover, if the representation of $G$ on $\Lambda \otimes \mathbb{Q} \mathbb{R}$ is irreducible over the reals, then the matrix $F$ is proportional to a minimal rational idempotent of $\mathcal{A}$.

**Proof.** — Construct $\mathcal{A}$ by applying Proposition 1.5 to the permutation representation of $G$ on the set $S = G.\lambda$. The matrix $F$ defined by $F_{x,y} = (x,y)$ for $x, y \in S$ belongs then obviously to $\mathcal{A}$. Since the representation of $G$ on $\Lambda \otimes \mathbb{Q} \mathbb{R}$ is irreducible over the reals and since the eigenspaces of $F$ are preserved under this action, the matrix $F$ can have only one non-zero $G$-invariant eigenspace. It is hence proportional to a minimal idempotent of $\mathcal{A}$. \qed

### 3. A unimodular lattice in dimension 28.

In this section we construct our basic example: a unimodular lattice in dimension 28.

We consider the finite field $\mathbb{F}_3$ with 3 elements. Let $V = \mathbb{F}_3^6$ be the vector space of dimension 6 over $\mathbb{F}_3$ and let $\omega$ denote the standard symplectic form over $V$, i.e.

$$\omega \left( (x_1, x_2, x_3, x_4, x_5, x_6), (y_1, y_2, y_3, y_4, y_5, y_6) \right) = x_1y_4 + x_2y_5 + x_3y_6 - (x_4y_1 + x_5y_2 + x_6y_3).$$

A *Lagrangian* of $V$ is a 3-dimensional isotropic subspace (with respect to $\omega$). There are

$$\frac{(3^6 - 1)(3^5 - 3)(3^4 - 3^2)}{(3^3 - 1)(3^3 - 3)(3^3 - 3^2)} = 2^5 \cdot 5 \cdot 7 = 1120$$

Lagrangians (the numerator counts the number of vectors $(l_1, l_2, l_3)$ which generate a Lagrangian subspace, the denominator counts the number of bases of a given Lagrangian). We consider them oriented, i.e. equipped
with an equivalence class of basis. Two bases \((l_1, l_2, l_3)\) and \((l'_1, l'_2, l'_3)\) of a given Lagrangian are equivalent, i.e. define the same orientation, if there exists \(g\) in \(\text{SL}(3, F_3)\) (and not just in \(\text{GL}(3, F_3)\)) such that \(g(l_k) = l'_k\) for \(l = 1, 2, 3\). Since every Lagrangian has two possible orientations there are 2240 oriented Lagrangians. The \textit{symplectic group} of \(V\) is by definition the group

\[
\text{Sp}(6, F_3) = \{g \in \text{GL}(6, F_3) \mid \omega(gv, gw) = \omega(v, w) \text{ for all } v, w \in V\}.
\]

This group admits an outer automorphism given by \(g \mapsto \tau g \tau\) where \(\tau \in \text{GL}(6, F_3)\) is defined by

\[
\tau(x_1, x_2, x_3, x_4, x_5, x_6) = (x_1, x_2, x_3, -x_4, -x_5, -x_6).
\]

In particular, \(\tau\) satisfies \(\omega(\tau x, \tau y) = -\omega(x, y)\). We denote by \(\text{Sp}(6, F_3) \cdot 2\) the group generated by \(\text{Sp}(6, F_3)\) and by \(\tau\). We have a split exact sequence

\[
1 \longrightarrow \text{Sp}(6, F_3) \longrightarrow \text{Sp}(6, F_3) \cdot 2 \longrightarrow \{\pm 1\} \longrightarrow 1
\]

and the group \(\text{Sp}(6, F_3) \cdot 2\) is the group of all \textit{symplectic similitudes}. Since the group \(\text{Sp}(6, F_3) \cdot 2\) acts transitively on the set of oriented Lagrangians we can apply Proposition 1.5 and we get a symmetric association scheme on five classes defined as \((L, M)\) denote oriented Lagrangians

\[
\begin{array}{l}
(0) \quad LR_0M \Leftrightarrow L = M, \\
(1) \quad LR_1M \Leftrightarrow L = (l_1, l_2, l_3) \text{ and } M = (-l_1, -l_2, -l_3), \\
(2) \quad LR_2M \Leftrightarrow L \text{ and } M \text{ intersect in a subspace of dimension } 2, \\
(3) \quad LR_3M \Leftrightarrow L \cap M = F_3v \text{ for some } v \in V \setminus \{0\}, L = (v, l_2, l_3), M = (v, m_2, m_3) \text{ and the determinant of the matrix }
\begin{pmatrix}
\omega(l_2, m_2) & \omega(l_2, m_3) \\
\omega(l_3, m_2) & \omega(l_3, m_3)
\end{pmatrix}
is 1 \text{ in } F_3, \\
(4) \quad LR_4M \Leftrightarrow L \cap M = F_3v \text{ for some } v \in V \setminus \{0\}, L = (v, l_2, l_3), M = (v, m_2, m_3) \text{ and the determinant of the matrix }
\begin{pmatrix}
\omega(l_2, m_2) & \omega(l_2, m_3) \\
\omega(l_3, m_2) & \omega(l_3, m_3)
\end{pmatrix}
is -1 \text{ in } F_3, \\
(5) \quad LR_5M \Leftrightarrow L \text{ and } M \text{ intersect in a subspace of dimension } 0.
\end{array}
\]
LEMMA 3.1. — The intersection matrix $B_3$ of this symmetric association scheme is
\[
\begin{pmatrix}
0 & 0 & 0 & 351 & 0 & 0 \\
0 & 0 & 0 & 0 & 351 & 0 \\
0 & 0 & 36 & 36 & 36 & 243 \\
1 & 0 & 8 & 6 & 120 & 216 \\
0 & 1 & 8 & 120 & 6 & 216 \\
0 & 0 & 13 & 52 & 52 & 234 \\
\end{pmatrix}.
\]

Proof. — Let us check for instance the entries of the row $(B_3)_{4, i}$ indexed by 4 of $B_3$ (rows and columns of the matrices $B_j$ are indexed by \{0, \ldots, 5\}).

Let $\mathcal{M}$ and $\mathcal{N}$ be the oriented Lagrangians generated by the rows of the matrices
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
\end{pmatrix}.
\]

It is easy to check that $\mathcal{M} R_4 \mathcal{N}$. By definition of the intersection numbers, the number $p^i_3$ (which is the entry $(4, i)$ of $B_3$) is the number of oriented Lagrangians $\mathcal{L}$ such that $\mathcal{L} R_3 \mathcal{M}$ and $\mathcal{L} R_4 \mathcal{N}$.

Let $\mathcal{L}$ be an oriented Lagrangian such that $\mathcal{L} R_3 \mathcal{M}$. We have either $\mathcal{L} \cap \mathcal{M} = \mathcal{M} \cap \mathcal{N}$ or $\mathcal{L} \cap \mathcal{M} \neq \mathcal{M} \cap \mathcal{N}$.

In the first case we can assume that $\mathcal{L}$ is generated by the rows of the matrix
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & a & b & 0 & 1 & 0 \\
0 & b & c & 0 & 0 & 1 \\
\end{pmatrix}.
\]

If $a = b = c = 0$ we have $\mathcal{L} R_1 \mathcal{N}$ and this occurs one time.

If the rank of the matrix \(\begin{pmatrix} a & b \\ b & c \end{pmatrix}\) is one we have $\mathcal{L} R_2 \mathcal{N}$ and this occurs 8 times.

If the determinant of the matrix \(\begin{pmatrix} a & b \\ b & c \end{pmatrix}\) is 1 we have $\mathcal{L} R_3 \mathcal{N}$ and this occurs 12 times.

If the determinant of the matrix \(\begin{pmatrix} a & b \\ b & c \end{pmatrix}\) is $-1$ we have $\mathcal{L} R_4 \mathcal{N}$ and this occurs 6 times.
We have now to deal with the case where $L \cap M \neq M \cap N$. There are 12 possibilities for the line $L \cap M$. Using a symplectic base change we can assume that $L \cap M = \mathbb{F}_3(0,1,0,0,0,0)$ (but we have to keep the factor 12 in the subsequent countings).

We can hence assume that the basis of $L$ is given by the rows of

$$
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
a & 0 & b & 0 & 0 & 1 \\
c & 0 & a & 1 & 0 & 0
\end{pmatrix}.
$$

If $b = 0$ we have $LR_3\mathcal{N}$ and this occurs $12 \cdot 9$ times.

If $b \neq 0$ we have $LR_5\mathcal{N}$ and this occurs $12 \cdot 18$ times.

Putting together, we get

$$R_1 + 8R_2 + (12 + 12 \cdot 9)R_3 + 6R_4 + 12 \cdot 18R_5$$

(with a hopefully obvious abuse of notation) and this corresponds to the entries of the row of $B_3$ indexed by 4.

The matrices $A_3$ and $B_3$ have the same eigenvalues (Lemma 1.3) which are given below together with their multiplicities for the matrix $A_3$ (which is of order 2240).

The eigenvalues, multiplicities (for $A_3$) and coordinates $\frac{1}{\lambda_r}(\gamma_{r,0}, \ldots, \gamma_{r,5})$ for the rational idempotents $\frac{1}{\lambda_r} \sum \gamma_{r,i}A_i$ are given in the following table:

<table>
<thead>
<tr>
<th>eigenvalue</th>
<th>multiplicity</th>
<th>idempotent</th>
</tr>
</thead>
<tbody>
<tr>
<td>351</td>
<td>1</td>
<td>$\frac{1}{2240}$</td>
</tr>
<tr>
<td>39</td>
<td>105</td>
<td>$\frac{1}{576}$</td>
</tr>
<tr>
<td>15</td>
<td>195</td>
<td>$\frac{1}{4032}$</td>
</tr>
<tr>
<td>-9</td>
<td>819</td>
<td>$\frac{1}{2880}$</td>
</tr>
<tr>
<td>3</td>
<td>1092</td>
<td>$\frac{1}{240}$</td>
</tr>
<tr>
<td>-117</td>
<td>28</td>
<td>$\frac{1}{240}$</td>
</tr>
</tbody>
</table>

(the eigenvalues, multiplicities for the adjacency matrix $A_3$ and idempotents can be computed with a symbolic computer algebra system using the matrix $B_3$). We have

**Theorem 3.2.** — The matrix $G = 3A_0 - 3A_1 - A_3 + A_4$ is the Gram matrix with respect to the set of all vectors of norm 3 of a 28-dimensional unimodular integral lattice $\Lambda$. The lattice $\Lambda$ is indecomposable and has
no roots. Its automorphism group is the group $\text{Sp}(6, \mathbb{F}_3) \cdot 2$ of order 18,341,406,720 of the symplectic space $\mathbb{F}_3^6$.

In the proof of Theorem 3.2 we will use the following definition. Let $V$ be a symplectic space of dimension $2n$ over a finite field $\mathbb{F}_q$. A symplectic spread of $V$ is a set $\Sigma$ of Lagrangians in $V$ such that every element of $V \setminus \{0\}$ is contained in a unique Lagrangian of $\Sigma$. The following construction yields a symplectic spread.

Let $K$ be the extension of degree $n$ of the field $\mathbb{F}_q$. We consider a symplectic form $\omega'$ : $K^2 \rightarrow K$ and the trace form $\text{tr} : K \rightarrow \mathbb{F}_q$. Considering $K$ as an $n$—dimensional vector space over $\mathbb{F}_q$ provides us with a symplectic form $\omega$ of $\mathbb{F}_q^{2n}$ by setting $\omega = \text{tr} \circ \omega'$. The lines (over $K$) of $\mathbb{F}_q^2$ can be considered as Lagrangians of $\mathbb{F}_q^{2n}$ and define a spread.

**Proof of Theorem 3.2.** — Proposition 2.1 shows that $\Lambda$ is an integral 28—dimensional lattice.

We have to show the unimodularity of $\Lambda$. A symplectic spread of $\mathbb{F}_3^6$ provides us with 28 mutually orthogonal vectors of norm 3 in $\Lambda$ (transverse pairs of oriented Lagrangians are in relation $R_5$ and represent hence orthogonal vectors of norm 3 in $\Lambda$). This shows that $\Lambda$ contains a sublattice of rank 28 and determinant $3^{28}$.

Let us now consider the set of Lagrangians which are preserved by the application $\tau$ defined by $\tau(x_1, x_2, x_3, x_4, x_5, x_6) = (x_1, x_2, x_3, -x_4, -x_5, -x_6)$. Such a Lagrangian admits a basis all whose elements are eigenvectors for $\tau$. There are 28 such Lagrangians which we are going to describe. The application $\tau$ preserves the orientation of 14 of them and reverses the orientation of the others. The list of the 14 oriented Lagrangians preserved by $\tau$ is given by

$$L_0 = \mathbb{F}_3(1, 0, 0, 0, 0, 0) + \mathbb{F}_3(0, 1, 0, 0, 0, 0) + \mathbb{F}_3(0, 0, 1, 0, 0, 0)$$

(this is the unique Lagrangian on which $\tau$ acts as the identity) and

$$L_v = \mathbb{F}_3(v, 0) + \mathbb{F}_3(0, w_1) + \mathbb{F}_3(0, w_2)$$

with $v \in \mathbb{F}_3^3 \setminus \{0\}$ representing a point of $\mathbb{P}^2 \mathbb{F}_3$. (The space spanned by $w_1, w_2 \in \mathbb{F}_3^3$ is uniquely determined by the requirement that $L_v$ is a Lagrangian, i.e.

$$\omega((v, 0), (0, w_1)) = \omega((v, 0), (0, w_2)) = 0$$

and $w_1, w_2$ linearly independent.) We can moreover always assume that $L_v$ is in relation $R_4$ with $L_0$. 


Let \( \varphi \) be the symplectic application defined by \( \varphi(e_i) = e_{i+3}, \)
\( \varphi(e_{i+3}) = -e_i \) for \( i = 1, 2, 3 \). Set \( L'_0 = \varphi(L_0) \) and \( L'_v = \varphi(L_v) \). The
oriented Lagrangians \( L'_0, L'_v \) are the Lagrangians on which \( \tau \) reverses the
orientation.

We identify now oriented Lagrangians with the corresponding vectors
of norm 3 in \( \Lambda \). Since the isometry of \( \Lambda \) induced by \( \tau \) fixes the vectors
\( L_a \) and reverses the vectors \( L'_a \) (for \( a \in \{0\} \cup \mathbb{P}^2 \mathbb{F}_3 \)), they must be
orthogonal. A short computation shows that the scalar product of \( L_a \)
with \( L_b \) [respectively of \( L'_a \) with \( L'_b \)] is equal to 3 if \( a = b \) and equal to
1 otherwise \((a, b \in \{0\} \cup \mathbb{P}^2 \mathbb{F}_3)\). The lattice generated by the set of vectors
\( \{L_a, L'_a\}_{a \in \{0\} \cup \mathbb{P}^2 \mathbb{F}_3} \) is hence isomorphic to the orthogonal sum of 2
isomorphic lattices \( M \). The lattice \( M \) is generated by 14 vectors of norm 3 with scalar product equal to 1 between distinct generators. This lattice
has rank 14 and determinant \( 2^{17} \). Since the lattice \( \Lambda \) contains sublattices
of finite indices and relatively prime determinants it must be unimodular.

Proposition 2.1 (iii) shows that \( \text{Sp}(6, \mathbb{F}_3) \cdot 2 \) is contained in the
automorphism group of \( \Lambda \). One checks by computer that the orders \( \text{Aut}(\Lambda) \)
and of \( \text{Sp}(6, \mathbb{F}_3) \cdot 2 \) are equal, namely
\[
(3^6 - 1)(3^5 - 3)(3^4 - 3^2)^{3+2+1+2} = 2^{11} \cdot 3^9 \cdot 5 \cdot 7 \cdot 13 = 18 \, 341 \, 406 \, 720
\]
(where \( (3^6-1)(3^5-3)(3^4-3^2) \) is the number of linearly independent vectors
\((l_1, l_2, l_3)\) spanning a Lagrangian and where \( 3^{3+2+1} \) is the number of dual
bases spanning a Lagrangian transverse to a given fixed Lagrangian, see
also pages 110-113 in [Atlas]).

The representation of \( \text{Sp}(6, \mathbb{F}_3) \cdot 2 \) on \( \Lambda \otimes \mathbb{Q} \) is absolutely irreducible
(See Section 4 below). Hence \( \Lambda \) is indecomposable. Let us now suppose
that \( \Lambda \) contains a non-empty root system \( R \). The irreducibility of the
representation of \( \text{Aut}(\Lambda) \) implies that \( R \) is of rank 28 and that all irreducible
components of \( R \) are isomorphic to some irreducible root system \( R_1 \). The
group \( \text{Sp}(6, \mathbb{F}_3) \) injects hence into \( \text{Aut}(R) = S_l \ltimes \text{Aut}(R_1) \) where \( l \)
is the number of irreducible components of \( R \). Since \( \text{Sp}(6, \mathbb{F}_3)/\{\pm 1\} \) has no
proper subgroup of index less than 364 (see [Atlas], page 113), \( \text{Sp}(6, \mathbb{F}_3) \)
leaves all components of \( R \) invariant. Since the restriction of \( \text{Aut}(\Lambda) \) to
\( \text{Sp}(6, \mathbb{F}_3) \) remains irreducible over \( \mathbb{Q} \), the root system \( R \) is itself irreducible
and is hence of the form \( A_{28}, B_{28} \) or \( D_{28} \). We have hence an injective
homomorphism of \( \text{Sp}(6, \mathbb{F}_3) \) into \( \text{Aut}(R) \). This implies the existence of
a proper subgroup of index at most 29 in \( \text{Sp}(6, \mathbb{F}_3)/\{\pm 1\} \) and this is a
contradiction. \( \square \)

Remarks. — (i) Theorem 3.2 can also be proven by computer. Such
a proof is not very enlightening but claims such as the unimodularity of $\Lambda$ or the fact that $\Lambda$ has no roots can easily be checked on a Gram matrix. The determination of the automorphism group is more painful. One can do this by computing the isotropy of some sublattices in $\Lambda$ and putting the results together.

(ii) The lattice $\Lambda$ of Theorem 3.2 can be shown to be isomorphic to the lattice

$$\{z \in \mathbb{Z}^{28} \mid \langle z, v \rangle \in \mathbb{Z}\} + \mathbb{Z}v$$

where $v \in \mathbb{Q}^{28}$ is the vector

$$v = \frac{1}{113} (1, 2, 4, 7, 8, 9, -102, 13, 14, 15, 16, 18, 22, 25,$$


Moreover the lattice $\Lambda$ can also be constructed starting from a selfdual code in $\mathbb{F}_3^{28}$. This follows from the fact that $\Lambda$ contains 28 pairs of vectors of norm 3 which are mutually orthogonal. In fact, it can be shown that every set of 28 such vectors comes from a spread in $\mathbb{F}_3^6$.

(iii) The lattice $\Lambda$ cannot be endowed with a hermitian structure over the Eisenstein integers. Indeed, $\Lambda$ would then admit an automorphism of order 3 without non-zero fixed point. The Atlas shows that such an automorphism does not exist.

4. The lattice $\Lambda$ and the Weil representation of $\text{Sp}(6, \mathbb{F}_3) \cdot 2$.

The group $\text{Aut}(\Lambda) = \text{Sp}(6, \mathbb{F}_3) \cdot 2$ operates linearly on $\mathbb{Q}^{28} = \Lambda \otimes \mathbb{Q}$. This representation is closely related to the Weil representations of $\text{Sp}(6, \mathbb{F}_3)$.

In this section, $p$ is a prime with $p \equiv 3 \pmod{4}$ and $n \equiv 1 \pmod{2}$. Let $A$ be a non-degenerate symplectic space of dimension $2n$ over the finite field $\mathbb{F}_p$ and let $G = \text{Sp}(A) = \text{Sp}(2n, \mathbb{F}_p)$ be the symplectic group of $A$. The group $G \cdot 2$, obtained by extending $G$ with the outer automorphism (of order 2) defined by $\tau$ can be identified with the subgroup of the symplectic similitudes $\text{CSp}(A)$ satisfying $\omega(\sigma u, \sigma v) = \pm \omega(u, v)$. Fix a splitting $A = B \oplus B'$ with $B$ and $B'$ two Lagrangians of $A$. For each non-trivial character $\psi : \mathbb{F}_p^* \rightarrow \mathbb{C}^*$ there exists a representation $W_\psi$ (the Weil representation) of dimension $p^n$ in which $G$ operates on all functions
B \rightarrow \mathbb{C}. This representation $W_\psi$ is the direct sum of two irreducible representations

$$W_\psi = W_\psi^+ + W_\psi^-$$

with dimensions $\dim(W_\psi^+) = \frac{p^n + 1}{2}$ and $\dim(W_\psi^-) = \frac{p^n - 1}{2}$. The representations $W_\psi^\pm$ are defined over $\mathbb{Q}(\sqrt{-p})$ (see [Gr], [Ge], [Wa]). A symplectic similitude $\tau$, such that $\omega(\tau u, \tau v) = -\omega(u, v)$ permutes the representations $W_\psi^\pm$ with $W_\psi^\mp$ (where $\overline{\psi}$ denotes the complex conjugate to $\psi$) and we get two rational, absolutely irreducible representations $X_\psi^\pm = W_\psi^\pm + W_\overline{\psi}^\pm$ of $\text{Sp}(A) \cdot 2$ of degrees $p^n \pm 1$. Gross has proved in [Gr] that the representation $W_\psi^-$ of $\text{Sp}(A)$ is globally absolutely irreducible (remains irreducible $\pmod{q}$ for all prime ideals $q$ in $\mathbb{Q}(\sqrt{-p})$) and has developed a theory of lattices in such spaces.

Our lattice $\Lambda$ lives in $X_\psi^+$ (for $n = 3, p = 3$). Unfortunately, the representations $W_\psi^+$ and $X_\psi^+$ are not globally absolutely irreducible (at the prime 2 we have $W_\psi^+ \equiv 1 + W^- \pmod{2}$), so that we cannot apply the general theory of Gross.

Still it seems that the lattice $\Lambda$ is the beginning of the series of interesting lattices on $X_{n,p}^+$. We hope to return to these lattices latter. Some of these lattices have recently been studied by R. Scharlau and P.H. Tiep, see [ST].
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