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1. Introduction and main results.

Let $L^q(R^d)$, $\alpha > 0$, $1 < q < \infty$ denote the space of Bessel potentials $f = G_\alpha \ast g$, $g \in L^q(R^d)$, with norm $\|f\|_{\alpha,q} = \|g\|_q$, and let $L^p_d(R^d)$, $p + q = pq$ be its dual. Here $G_\alpha$ is the Bessel kernel, best defined as the inverse Fourier transform of $\hat{G}_\alpha(\xi) = (1 + |\xi|^2)^{-\alpha/2}$. As is well known (A. P. Calderón [7]), when $\alpha$ is an integer there is a constant $A$ so that

$$A^{-1} \|f\|_{\alpha,q} \leq \left( \sum_{0 \leq |\beta| \leq \alpha} \int_{R^d} |D^\beta f|^q \, dx \right)^{1/q} \leq A \|f\|_{\alpha,q},$$

and thus $L^q$ coincides with the Sobolev space variously denoted $H^{\alpha,q}$, $W^q_d$, etc.

We shall be interested in the case $\alpha q \leq d$, when the functions in $L^q$ are not in general continuous. Their lack of continuity can be measured by a set function called $(\alpha,q)$-capacity which is most conveniently defined by

$$C_{\alpha,q}(E) = \inf \left\{ \int_{R^d} g^q \, dx ; g \geq 0, G_\alpha \ast g \geq 1 \text{ for all } x \in E \right\}.$$

This definition is meaningful for arbitrary $E \subset R^d$, because

$$G_\alpha \ast g(x) = \int_{R^d} G_\alpha(x-y)g(y) \, dy$$

is always defined ($\leq + \infty$) when $g \geq 0$.
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Classical potential theory is closely associated with the space $L^2_1$ or more generally $L^2_α$, $0 < 2α ≤ d$, and $C_{1,2}$ is nothing but a slight modification of Newtonian capacity (or logarithmic capacity for $d = 2$). In fact, for $0 < 2α ≤ d$, $C_{α,2}$ is classical capacity with respect to the kernel $G_{2α}$, and for $0 < 2α < d$ this kernel has the same singularity as the M. Riesz kernel $R_{2α}(x) = |x|^{2α-d}$.

The concept of a thin (effilé) set is fundamental in potential theory. A set $E ⊂ \mathbb{R}^d$ is called $(α,2)$-thin at a point $x_0$ if the following equivalent statements hold.

- **(A)** There exists a positive Radon measure $μ$ (briefly, $μ ∈ \mathcal{M}^+$) such that
  \[
  G_{2α} * μ(x_0) < \liminf_{x → x_0, x ∈ E \setminus \{x_0\}} G_{2α} * μ(x).
  \]

- **(B)**
  \[
  ∫_0^1 \frac{C_{α,2}(E ∩ B_δ(x_0))}{d^d - 2α} \frac{dδ}{δ} < ∞. \quad \text{Here } B_δ(x_0) = \{x; |x - x_0| < δ\}.
  \]

The equivalence of (A) and (B) is the content of the Wiener criterion. See e.g. Landkof [23] for $0 < α ≤ 1$, Fuglede [14] for the extension to $2α ≤ d$.

Let $e_{α,2}(E) = \{x; E$ is $(α,2)$-thin at $x\}$. Thus $e_{α,2}(E)$ contains the exterior of $E$, and in general, part of the boundary $∂E$. The set $e_{α,2}(E)$ has the following important properties.

**The Kellogg Property.** — $C_{α,2}(E ∩ e_{α,2}(E)) = 0$ for any $E ⊂ \mathbb{R}^d$.

**The Choquet Property.** — For any $E ⊂ \mathbb{R}^d$ and any $ε > 0$ there is an open $G ⊂ \mathbb{R}^d$ such that $e_{α,2}(E) ⊂ G$ and $C_{α,2}(E ∩ G) < ε$.

See Brelot [5,6], Choquet [9], Fuglede [14]. Clearly the Kellogg property follows from the Choquet property.

Our purpose is to generalize all these results to $(α,q)$-capacities, $1 < q ≤ d/α$. Before we can formulate these results and discuss earlier work in this direction we have to recall a few more facts about $(α,q)$-capacities. It is in the nature of things that for $q ≠ 2$ the role of the potential $G_{2α} * μ$ will be played by a nonlinear function of $μ$, $G_α * (G_α * μ)^{p-1}$, called a nonlinear potential and denoted $v^{κ}_{α,q}$. The following results are known.
Let $E \subseteq \mathbb{R}^d$ be an arbitrary set with finite $(\alpha, q)$-capacity. Then there is $\mu \in \mathcal{M}^+(E)$, the exterior capacity measure, such that

- $\mu(E) = C_{\alpha,q}(E)$.
- $(G_\alpha * \mu)^{p-1} = g \in L^q(\mathbb{R}^d)$, and
  \[ \int g^q \, dx = \int (G_\alpha * \mu)^p \, dx = C_{\alpha,q}(E). \]

(c) $V^\mu_{\alpha,q}(x) = G_\alpha * (G_\alpha * \mu)^{p-1}(x) \geq 1$ on $E$, except, possibly on a set of zero $(\alpha, q)$-capacity, i.e. $(\alpha, q)$-quasieverywhere $((\alpha, q)$-q.e.) on $E$.

(d) $V^\mu_{\alpha,q} \leq 1$ everywhere on $\text{supp} \mu$.

Moreover, there is a constant $M$ such that for any $\mu \in \mathcal{M}^+$

- (e) $\sup_{x \in \text{supp} \mu} V^\mu_{\alpha,q}(x) \leq M \sup_{x \in \text{supp} \mu} V^\mu_{\alpha,q}(x)$.

Choquet's capacitability theorem applies, so for Borel or Suslin sets $E$

- (f) $C_{\alpha,q}(E) = \sup \{C_{\alpha,q}(K); K \subseteq E, K \text{ compact}\}$.

Furthermore, if $E$ is Borel (Suslin)

- (g) $C_{\alpha,q}(E)^{1/q} = \sup \{\mu(E); \mu \in \mathcal{M}^+, \text{supp} \mu \subseteq E, \|G_\alpha * \mu\|_p \leq 1\}$.
- (h) $C_{\alpha,q}(E) = \sup \{\mu(E); \mu \in \mathcal{M}^+, \text{supp} \mu \subseteq E, \sup_{x \in \text{supp} \mu} V^\mu_{\alpha,q}(x) \leq 1\}$.

In view of this the natural generalization of (A) is the following statement about a set $E \subseteq \mathbb{R}^d$ and a point $x_0 \in \mathbb{R}^d$.

(C) \textbf{There exists a } $\mu \in \mathcal{M}^+$ \textbf{such that}

\[ V^\mu_{\alpha,q}(x_0) < \liminf_{x \to x_0, x \in E \setminus \{x_0\}} V^\mu_{\alpha,q}(x). \]

Another possibility is the following.

(D) \textbf{There is a } $\mu \in \mathcal{M}^+$ \textbf{such that } $V^\mu_{\alpha,q}$ \textbf{is bounded, and}

\[ V^\mu_{\alpha,q}(x_0) < \liminf_{x \to x_0, x \in E \setminus \{x_0\}} V^\mu_{\alpha,q}(x). \]

It turns out that the natural generalization of (B) is

(E) \[ \int_0^1 \left( \frac{C_{\alpha,q}(E \cap B_\delta(x_0))}{\delta^{d-\alpha}} \right)^{p-1} \delta^{d-\alpha} \, \frac{d\delta}{\delta} < \infty. \]

Unfortunately (C), (D) and (E) are not equivalent in general. In
addition to the obvious implication (D) $\Rightarrow$ (C) the following are known:

(C) $\iff$ (D) $\iff$ (E) \text{ for } \frac{\alpha}{d} < q \leq \frac{\alpha}{d}

(D) $\Rightarrow$ (E) \text{ for } 1 < q \leq 2 - \frac{\alpha}{d}

(E) $\not\Rightarrow$ (D) \text{ for } 1 < q < 2 - \frac{\alpha}{d}.

The reason for the difficulty is that for $q > 2 - \frac{\alpha}{d}$ there are estimates

$$A_1 \int_0^\infty \left(\frac{\mu(B_\delta(x))}{\delta^{d-\alpha}q}\right)^{p-1} e^{-b_1\delta} \frac{d\delta}{\delta} \leq \mathcal{V}_{a,q}^*(x) \leq A_2 \int_0^\infty \left(\frac{\mu(B_\delta(x))}{\delta^{d-\alpha}q}\right)^{-1} e^{-b_2\delta} \frac{d\delta}{\delta},$$

but for $1 < q \leq 2 - \frac{\alpha}{d}$ only the lower estimate is true. To see that the upper estimate breaks down it is enough to take $\mu$ to be a point mass, since this gives $\mathcal{V}_{a,q}^* \equiv \infty$.

As a consequence extensions of the Kellogg and Choquet properties to the case $1 < q \leq 2 - \frac{\alpha}{d}$ have been lacking.

We shall show that (E) is the good choice of definition for an $(\alpha, q)$-thin set, and prove that the Kellogg and Choquet properties are true in this strong sense. Furthermore, we shall show that (C) (and (D)) can be replaced by a modified statement which is equivalent to (E). The main new tool is an inequality which gives a characterization of the positive measures in $L_p^\alpha(R^d)$. To state the results precisely we set

$$W_{a,q}^\mu(x) = \int_0^1 \left(\frac{\mu(B_\delta(x))}{\delta^{d-\alpha}q}\right)^{p-1} \frac{d\delta}{\delta}.$$  

Like $\mathcal{V}_{a,q}^\mu$, $W_{a,q}^\mu$ is a lower semicontinuous function of $x$. In fact, for any $\delta_0 > 0$, $\int_{\delta_0}^1 \left(\frac{\mu(B_\delta(x))}{\delta^{d-\alpha}q}\right)^{p-1} \frac{d\delta}{\delta}$ is continuous.

By the above estimate there is $A > 0$ so that $W_{a,q}^\mu(x) \leq A V_{a,q}^\mu(x)$, and thus $\int W_{a,q}^\mu d\mu \leq A \int V_{a,q}^\mu d\mu = A \int_{R^d} (G_\alpha * \mu)^p dx$. The new result is that the converse inequality is true, although the pointwise estimate is false.
THEOREM 1. - Let $\mu \in \mathcal{M}^+$, $\alpha > 0$ and $1 < q \leq d/\alpha$. Then there is $A > 0$ so that
\[ \int (G_\alpha \ast \mu)^p \, dx \leq A \int W_{a,q}^\mu \, d\mu. \]

COROLLARY. - $\mu \in \mathcal{M}^+ \cap L^p_\alpha(R^d)$ if and only if $\int W_{a,q}^\mu \, d\mu < \infty$.

DEFINITION. - A set $E \subset \mathbb{R}^d$ is $(\alpha,q)$-thin at $x \in \mathbb{R}^d$ if $\alpha q \leq d$ and
\[ e_{a,q}(E) = \{ x \in \mathbb{R}^d ; E \text{ is } (\alpha,q)\text{-thin at } x \}. \]

THEOREM 2 (The Kellogg property). - Let $\alpha > 0$, $1 < q \leq d/\alpha$. Then $C_{\alpha,q}(e_{a,q}(E) \cap E) = 0$ for any $E \subset \mathbb{R}^d$.

Theorem 1 makes it possible to develop nonlinear potential theory using $W^\mu$ instead of $V^\mu$ as a generalized energy, and $W_{a,q}^\mu$ as a nonlinear potential. In this way one can extend the Choquet property.

THEOREM 3 (The Choquet property). - Let $\alpha > 0$, $1 < q \leq d/\alpha$. Then for any $E \subset \mathbb{R}^d$ and any $\varepsilon > 0$ there is an open $G$ such that
\[ e_{a,q}(E) \subset G \quad \text{and} \quad C_{\alpha,q}(E \cap G) < \varepsilon. \]

We also obtain an equivalent formulation of thinness in terms of $W_{a,q}^\mu$.

THEOREM 4. - Let $\alpha > 0$, $1 < q \leq d/\alpha$. A set $E \subset \mathbb{R}^d$ is $(\alpha,q)$-thin at $x_0 \in E$ if and only if there is $\mu \in \mathcal{M}^+$ such that
\[ W_{a,q}^\mu(x_0) < \liminf_{x \to x_0, x \in E \setminus \{x_0\}} W_{a,q}^\mu(x). \]

These results have a number of consequences which we formulate in the next section. In section 3 we prove theorem 1, and since theorem 2 can be deduced quickly from theorem 1 in the case when $E$ is capacitable or, say, Borel, we give the deduction although theorem 2 is a consequence of theorem 3. Finally in section 4 we develop the potential theory for $W_{a,q}^\mu$ which is needed to prove theorems 3 and 4.
Numerous references to earlier work on potentials of $L^p$ functions and nonlinear potential theory by D. R. Adams, B. Fuglede, V. P. Havin, V. G. Maz'ja, N. G. Meyers, Ju. G. Rešetnyak, and others are found in the earlier papers [17-21] of the first author. $(\alpha,q)$-thin sets were defined in [17] and independently by Adams-Meyers [2]. The relations between (C), (D) and (E) we proved in [2] (and partly in [17]) except for a slight extension given in [1]. The definition of $(\alpha,q)$-thin sets given here was proposed by Meyers [25], who also studied the associated $(\alpha,q)$-fine topology and properties of the function $W_{\alpha,q}^\mu$. In the case $2 - \frac{\alpha}{d} < q \leq \frac{d}{\alpha}$ the Kellogg and Choquet properties were proved in [17].

The results given in section 3 are due to Wolff; the results in section 4 were found subsequently by Hedberg.

Throughout the paper $A$ denotes various constants, whose value can change from one line to the next.

The second author is grateful to Peter Jones for drawing his attention to these problems and for valuable conversations.

2. Applications.

The main result in [20] was that all closed sets $F \subset \mathbb{R}^d$ admit so called $(m,q)$-synthesis for any positive integer $m$ and any $q > 2 - \frac{1}{d}$. It was pointed out there (and in [18]) that the result would follow for $q > 1$ if the Kellogg property could be proved for all $(m,q)$-capacities, $q > 1$. Thus, we can now state that result. We refer to [20] for the precise definition of the traces $f|_F, D^k f|_F$.

**Theorem 5.** Let $q > 1$, let $m$ be a positive integer, let $F \subset \mathbb{R}^d$ be closed, and let $f \in L^q_m(\mathbb{R}^d)$. Then $f \in \mathcal{E}_m^q(F^\circ)$ if and only if $D^k f|_F = 0$ for all multiindices $k$, $0 \leq |k| \leq m - 1$.

More precisely, if $D^k f|_F = 0$, $0 \leq k \leq m - 1$ (in particular if $f \in L^q_m(\mathbb{R}^d)$) then for any $\varepsilon > 0$ there exists a function $w$, $0 \leq w \leq 1$, such that $\text{supp } w$ is compact and does not intersect $F$, and such that $w f \in L^\infty$, and $\|f - w f\|_{m,q} < \varepsilon$.

Of course, all the consequences of this result which were given in [20]
for $q > 2 - \frac{1}{d}$ can now be extended to $q > 1$. We do not repeat these corollaries here.

We can now also solve a problem left open in [17]. Thus the following theorem extends theorem 7 in [17]. See also the survey [19].

**Theorem 6.** — Let $\alpha > 0$, $q > 1$, $E \subset \mathbb{R}^d$, and $S \subset E$. Then the following are equivalent.

(a) $C_{a,q}(S \cap G) = C_{a,q}(E \cap G)$ for all open $G$;

(b) For some $\eta > 0$, $C_{a,q}(S \cap G) \geq \eta C_{a,q}(E \cap G)$ for all open $G$;

(c) For $(\alpha, q)$-q.e. $x \in E$, $\liminf_{\delta \to 0} \frac{C_{a,q}(S \cap B_\delta(x))}{C_{a,q}(E \cap B_\delta(x))} > 0$;

(d) $C_{a,q}(e_{a,q}(S) \cap E) = 0$;

(e) $e_{a,q}(E) = e_{a,q}(S)$;

(f) $C_{a,q}(e_{a,q}(S) \cap E) = 0$.

**Remark.** — In the terminology of Choquet [10] a subset $S$ of a set $E$ is called $C_{a,q}$-representative for $E$ if (a) holds.

**Proof.** — The implications (a) $\Rightarrow$ (b) $\Rightarrow$ (c) $\Rightarrow$ (d) and (a) $\Rightarrow$ (e) are trivial. (d) implies (f) by the Kellogg property. (f) implies (a) by the implication (D) $\Rightarrow$ (E) of section 1. In fact, if (f) is assumed, it follows that the capacitary potential for $S$ (which is known to be bounded) is $\geq 1(\alpha, q)$ q.e. on $E$, which gives the result.

As in [17] we can apply Theorem 6 to solve a problem on rational approximation. See also [19]. Let $K \subset G$ be compact, let $L_p^a(K)$ denote the subspace of $L_p(K)$ consisting of functions analytic on $K^0$, the interior of $K$, and let $R_p(K)$ be the closure in $L_p(K)$ of the rational functions with poles off $K$. Then $R_p(K)$ is a subspace of $L_p^a(K)$, and it is well known (Havin [16]) that $R_p(K) = L_p^p(K)$ for $1 < p < 2$.

**Theorem 7.** — Let $2 \leq p < \infty$. The following are equivalent:

(a) $R_p(K) = L_p^a(K)$;

(b) $K$ is $(1, q)$-stable, i.e. if $\varphi \in \mathcal{W}_1^q(\mathbb{R}^2)$ and $\varphi = 0$ on $K^c$, then $\varphi \in \mathcal{W}_1^q(K^c)$;

(c) $C_{1,q}(G \setminus K) = C_{1,q}(G \setminus K^0)$ for all open $G$;

(d) $C_{1,q}(\partial K \cap e_{1,q}(K^c)) = 0$. 
For $p = 2$ the equivalence of $(a)$, $(b)$ and $(d)$ is due to Havin [16]. The equivalence of $(b)$ and $(c)$ is due to T. Bagby [3]. Havin's result was extended to $p < 3$ \((i.e., q > 2 - \frac{1}{d} = \frac{3}{2})\) in [17; Th. 11 and Cor. 2, p. 316]; this was in fact the motivation for the introduction of $(\alpha,q)$-thin sets. What is new is the extension of Havin's result to all $p < \infty$. The equivalence of $(c)$ and $(d)$ and other conditions which we omit is an immediate consequence of theorem 6.

Let $f$ be a function which is defined $(\alpha,q)$-q.e. Then $f$ is called $(\alpha,q)$-quasicontinuous if for every $\varepsilon > 0$ there is an open set $G$ such that the restriction $f|_G$ is continuous as a function on $G'$. $f$ is called $(\alpha,q)$-finely continuous at a point $x_0$ if it is defined there, and if for all $\varepsilon > 0$ the set $E_\varepsilon = \{x; |f(x) - f(x_0)| \geq \varepsilon\}$ is $(\alpha,q)$-thin there.

It is known that every $(\alpha,q)$-quasicontinuous function is $(\alpha,q)$-finely continuous $(\alpha,q)$-q.e. This result is due to Fuglede [13]. See also [17]. It is a general result of Brelot [6; Theorem IV : 7] that the Choquet property implies the converse. (We are grateful to T. Kolsrud for pointing out this fact.) Thus we have the following theorem.

**Theorem 8.** — A function is $(\alpha,q)$-quasicontinuous if and only if it is $(\alpha,q)$-finely continuous $(\alpha,q)$-q.e.

An application of this result is given by Kolsrud in [22].

**3. The main inequality.**

For the proof of Theorem 1 we shall use subdivisions of $\mathbb{R}^d$ into dyadic cubes. For each $n \geq 0$ we subdivide $\mathbb{R}^d$ into non-intersecting cubes of side $2^{-n}$, so that each cube in one generation is split into $2^d$ cubes of the next generation. $Q$ and $Q'$ will always denote such dyadic cubes. The volume of $Q$ is $|Q|$, its sidelength is $\ell(Q)$, and $\chi_Q(x)$ denotes the characteristic function of $Q$. The cube concentric to $Q$ with sidelength $3\ell(Q)$ is denoted $\tilde{Q}$. Finally, the unit cube is denoted $I_0$.

As is well known there are constants $a$ and $A$ so that

$$G_a(x) \leq A|x|^{-d}, \quad 0 < |x| \leq 1,$$

and

$$G_a(x) \leq Ae^{-a|x|}, \quad |x| > 1.$$
See e.g. Stein [26]. Note that $0 < a < d$ since we are assuming $\alpha q \leq d$, $q > 1$.

Set

$$
\mathcal{R}_a(x) = |x|^{\alpha - d}, \quad 0 < |x| < 1, \\
\mathcal{R}_a(x) = 0, \quad |x| \geq 1.
$$

Our first observation is that it is enough to estimate

$$
\int_{\mathbb{R}^d} (\mathcal{R}_a * \mu)^p \, dx.
$$

In fact, for any fixed $n$,

$$
G_a * \mu(x) \leq A(\mathcal{R}_a * \mu(x) + \int_{|x-y| > \ell} e^{-a|x-y|} \, d\mu(y)) \\
\leq A\mathcal{R}_a * \mu(x) + A \sum_{\ell(Q) = 2^{-n}} e^{-a \text{dist}(x,Q)} \mu(Q).
$$

Thus

$$
(G_a * \mu)^p(x) \leq A(\mathcal{R}_a * \mu)^p(x) + A \left( \sum_{\ell(Q) = 2^{-n}} e^{-a \text{dist}(x,Q)} \mu(Q) \right)^p \\
\leq A(\mathcal{R}_a * \mu)^p(x) + A \left( \sum_{\ell(Q) = 2^{-n}} e^{-a \text{dist}(x,Q)} \mu(Q) \right)^{p-1} \\
\leq A(\mathcal{R}_a * \mu)^p(x) + A \sum_{\ell(Q) = 2^{-n}} e^{-a \text{dist}(x,Q)} \mu(Q)^p,
$$

so that

$$
\int_{\mathbb{R}^d} (G_a * \mu)^p \, dx \leq A \int_{\mathbb{R}^d} (\mathcal{R}_a * \mu)^p \, dx + A \sum_{\ell(Q) = 2^{-n}} \mu(Q)^p.
$$

But if $n$ is chosen so that $2^{-n}\sqrt{d} \leq 1/2$, we have for

$$
x \in Q, \quad \ell(Q) = 2^{-n}: \quad W^\mu(x) = \int_0^1 \left( \frac{\mu(B_\delta(x))}{\delta^{d-\alpha q}} \right)^{p-1} \frac{d\delta}{\delta} \geq A \mu(Q)^{p-1},
$$

so that

$$
\int W^\mu \, d\mu = \sum_{\ell(Q) = 2^{-n}} \int_Q W^\mu \, d\mu \geq A \sum_{\ell(Q) = 2^{-n}} \mu(Q)^p,
$$

which proves the assertion.
Secondly, we observe that it is no loss of generality to assume supp $\mu \subset I_0$. In fact,

$$\int_{R^d} (\mathcal{R}_a \ast \mu)^p dx = \int_{R^d} \left( \sum_{\ell(Q) = 1} \int_Q \mathcal{R}_a(x - y) d\mu(y) \right)^p dx$$

$$\leq A \int_{R^d} \sum_{\ell(Q) = 1} \left( \int_Q \mathcal{R}_a(x - y) d\mu(y) \right)^p dx.$$

It follows that if $\int_{R^d} \left( \int_Q \mathcal{R}_a(x - y) d\mu(y) \right)^p dx \leq A \int_Q W_p^\mu d\mu$, then

$$\int_{R^d} (\mathcal{R}_a \ast \mu)^p dx \leq \sum_{\ell(Q) = 1} \int_Q W_p^\mu d\mu \leq A \int W^\mu d\mu.$$

It is easily seen that

$$\mathcal{R}_a \ast \mu(x) \leq \int_{|x - y| \leq 1} \frac{d\mu(y)}{|x - y|^{d-a}} \leq \sum_{n=0}^{\infty} 2^{(n+1)(d-a)} \mu(B_{2-n}(x))$$

$$\leq A \sum_{\ell(Q) \leq 1} \frac{\mu(Q)}{\ell(Q)^{d-a}} \chi_Q(x),$$

and that

$$W^\mu(x) = \int_0^1 \left( \frac{\mu(B_{s}(x))}{s^{d-aq}} \right)^{p-1} ds \geq A \sum_{n=1}^{\infty} 2^{n(d-aq)} \mu(B_{2-n}(x))^{p-1}$$

$$\geq A \sum_{\ell(Q) \leq 1} \left( \frac{\mu(Q)}{\ell(Q)^{d-aq}} \right)^{p-1} \chi_Q(x).$$

So

$$\int W^\mu d\mu \geq A \sum_{\ell(Q) \leq 1} \frac{\mu(Q)^p}{\ell(Q)^{d(p-1)-aq}} = A \sum_{\ell(Q) \leq 1} \left( \frac{\mu(Q)}{\ell(Q)^{d-aq}} \right)^p |Q|$$

$$= A \int_{R^d} \sum_{\ell(Q) \leq 1} \left( \frac{\mu(Q)}{\ell(Q)^{d-a}} \right)^p \chi_Q(x) dx.$$

It is thus enough to prove

$$\left( \int_{Q} \ell(Q)^{p-a} d\mu(\mathcal{Q})\chi_Q(x) \right)^p \leq A \sum_{\ell(Q) \leq 1} (\ell(Q)^{p-a} \mu(Q)) |Q|.$$

Our argument is rather similar to Hansson's proof of the strong type
capacitary inequality [15]. We first prove a lemma. We set
\[\ell(Q)^{d} \mu(Q) = b(Q).\]

**Lemma 1.** Let \(s > 0, \ n \geq 1\). Then for any dyadic cube \(I,\)
\[
\sum_{Q' \in I} b(Q')^s \sum_{Q \in Q'} b(Q)^{s} |Q| \leq A \sum_{Q \in I} b(Q)^{n+s} |Q|.
\]

**Proof.** If \(n = 1\) the left hand side is
\[
\sum_{Q' \in I} b(Q')^s \sum_{Q \in Q'} b(Q)^{s} |Q| = A \sum_{Q' \in I} b(Q')^s \sum_{Q \in Q'} \mu(Q) \ell(Q)^{s}
\]
\[
\leq A \sum_{Q' \in I} b(Q')^s \mu(Q') \sum_{2^{-n<\ell(Q)}} 2^{-ns} \leq A \sum_{Q' \in I} b(Q')^{s+1} |Q'|.
\]

If \(n > 1,\) first assume \(Q' = I_0.\) Then, by Hölder's inequality there are \(\varepsilon, \varepsilon' > 0\) so that
\[
\sum_{Q \in I_0} b(Q)^s |Q| = A \sum_{Q \in I_0} b(Q)^{n-1} \ell(Q)^s \mu(Q)
\]
\[
\leq A \left( \sum_{Q \in I_0} b(Q)^{n-1+s} \ell(Q)^{s+\varepsilon} \mu(Q) \right)^{\frac{n-1}{n-1+s}} \left( \sum_{Q \in I_0} \ell(Q)^{s-\varepsilon} \mu(Q) \right)^{\frac{s}{n-1+s}}
\]
\[
= A \left( \sum_{Q \in I_0} b(Q)^{n+s} \ell(Q)^{d+\varepsilon} \mu(I_0) \right)^{\frac{n-1}{n-1+s}} \mu(I_0)^{-\frac{1}{n-1+s}}.
\]

Multiplying by \(\mu(I_0)^{s},\) and observing that
\[\mu(I_0)^{n+s} = b(I_0)^{n+s} \ell(I_0)^{d+\varepsilon} \leq \sum_{Q \in I_0} b(Q)^{n+s} \ell(Q)^{d+\varepsilon},\]
we find
\[
\mu(I_0)^s \sum_{Q \in I_0} b(Q)^s |Q| \leq A \left( \sum_{Q \in I_0} b(Q)^{n+s} \ell(Q)^{d+\varepsilon} \right)^{\frac{n-1}{n-1+s}} \mu(I_0)^{s(n+s)}
\]
\[
\leq A \sum_{Q \in I_0} b(Q)^{n+s} \ell(Q)^{d+\varepsilon}.
\]
Replacing \(I_0\) by \(Q'\) we obtain by homogeneity
\[b(Q')^{d} \ell(Q')^s \sum_{Q \in Q'} b(Q)^{s} |Q| \leq A \sum_{Q \in Q'} b(Q)^{n+s} \ell(Q)^{d+\varepsilon}.\]
Now divide by \( \ell(Q)^{\varepsilon} \) and sum over \( Q \subseteq I \), obtaining
\[
\sum_{Q' \subseteq I} b(Q') \sum_{Q \subseteq Q'} b(Q) |Q| \leq A \sum_{Q \subseteq I} b(Q)^{n+s} \ell(Q)^{d+\varepsilon} \sum_{Q: Q \subseteq Q' \subseteq I} \ell(Q)^{-\varepsilon} \\
\leq A \sum_{Q \subseteq I} b(Q)^{n+s} |Q|,
\]
which proves the lemma.

We can now prove \((*)\). It is clearly enough to prove
\[
\int_{I_0} \left( \sum_{x \in \Omega} b(Q(x)) \right)^p dx \leq A \sum_{\ell(Q) \leq I} b(Q)^p |Q|.
\]

Let \( p = n + s \), \( n = \text{integer} \), \( 0 < s \leq 1 \). Then
\[
\int_{I_0} \left( \sum_{x \in \Omega} b(Q(x)) \right)^p dx \leq A \int_{I_0} \sum_{Q_n \supseteq \cdots \supseteq Q_1 \supseteq x} b(Q_n) \ldots b(Q_1) \left( \sum_{x \in \Omega} b(Q(x)) \right)^s dx.
\]

For fixed \( Q_1, \ldots, Q_n \) we split the sum over \( \Omega \) according to which \( Q_i \)'s are inside or outside \( Q \). The case \( Q \subseteq Q_1 \) has to be considered separately. For the others, look at
\[
\int_{Q_n \supseteq \cdots \supseteq Q_1 \supseteq x} \sum_{x \in Q} b(Q_n) \ldots b(Q_1) \left( \sum_{Q_k \subseteq Q = Q_{k+1}} b(Q) \right)^s dx
\]
\[
\leq A \sum_{Q_n \supseteq \cdots \supseteq Q_{k+1} \supseteq x} b(Q_n) \ldots b(Q_{k+1}) \sum_{Q \subseteq Q_{k+1}} b(Q)^s
\]
\[
= A \sum_{Q \subseteq Q_1} b(Q)^s |Q|,
\]
which by repeated application of the lemma is \( \leq A \sum_{Q} b(Q)^p |Q| \).

For \( Q \subseteq Q_1 \) we have
\[
\int_{Q_n \supseteq \cdots \supseteq Q_1} \sum_{x \in Q } b(Q_n) \ldots b(Q_1) \left( \sum_{x \in Q \subseteq Q_1} b(Q) \right)^s dx
\]
\[
= \sum_{Q_n \supseteq \cdots \supseteq Q_1} b(Q_n) \ldots b(Q_1) \int_{Q_1} \left( \sum_{Q \subseteq Q_1} b(Q) \chi_Q(x) \right)^s dx.
\]
By Hölder's inequality the integral over $Q_1$ is
\[ \leq |Q_1|^{1-s} \left( \int_{Q_1} \sum_{Q \subset Q_1} b(Q) \chi_Q(x) \, dx \right)^s = |Q_1|^{1-s} \left( \sum_{Q \subset Q_1} b(Q) |Q| \right)^s \]
\[ \leq A |Q_1|^{1-s} \left( \sum_{Q \subset Q_1} \mu(Q) \ell(Q)^s \right)^s \leq A |Q_1|^{1-s} (\mu(Q_1) \ell(Q_1)^s)^s \]
\[ = A b(Q_1)^s |Q_1|. \]

Thus the left hand side is
\[ \leq A \sum_{Q_n \supset \ldots \supset Q_1} b(Q_n) \ldots b(Q_2) b(Q_1)^{1+s} |Q_1|. \]

Again repeated applications of the lemma show that this is
\[ \leq A \sum_Q b(Q)^p |Q|. \]

This proves Theorem 1.

In the case of Borel sets Theorem 2, the Kellogg property, now follows from Theorem 1 and the following lemma.

**Lemma 2.** If there is a Borel set $E$ without the Kellogg property then for any $\varepsilon > 0$ there is a compact $E' \subset E$ such that $C_{a,q}(E') > 0$ and
\[ \int_0^1 \left( \frac{C_{a,q}(E \cap B_{\delta}(x))}{\delta^{d-aq}} \right)^{p-1} \frac{d\delta}{\delta} < \varepsilon \quad \text{for all} \quad x \in E'. \]

**Proof.** Set $(\delta^{aq} C_{a,q}(E \cap B_{\delta}(x)))^{p-1} \delta^{-1} = C(E,\delta,x)$. Suppose that
\[ \int_0^1 C(E,\delta,x) \, d\delta < \infty \quad \text{for all} \quad x \in E \cap e_{a,q}(E) = E', \quad \text{and} \quad C_{a,q}(E') > 0. \]
Then for some (large) $\varepsilon_0 > 0$ there is an $E_{\varepsilon_0} \subset E'$ such that
\[ \int_0^1 C(E_{\varepsilon_0},\delta,x) \, d\delta < \varepsilon_0, \quad \text{and} \quad C_{a,q}(E_{\varepsilon_0}) > 0. \]
By Choquet's theorem we can assume that $E_{\varepsilon_0}$ is compact. We choose $E_{\varepsilon_0}$ so that $C_{a,q}(E_{\varepsilon_0} \cap B_{\delta}(x)) > 0$ for all $x \in E_{\varepsilon_0}$ and $\delta > 0$. Let $W(x) = \int_0^1 C(E_{\varepsilon_0},\delta,x) \, d\delta$, and let $a$ be a point of $E_{\varepsilon_0}$ with
\[ W(a) > \sup_{x \in E_{\varepsilon_0}} W(x) - \varepsilon/4. \]
Then choose $\gamma > 0$ with
\[ \int_\gamma^1 C(E_{\varepsilon_0},\delta,x) \, d\delta > W(a) - \varepsilon/4. \]
If \( p < \gamma \) is small enough, then for all \( x \in B_\rho(a) \),
\[
\int_0^1 C(E_{\varepsilon_0}, \delta, x) \, d\delta > W(a) - \varepsilon/4 > \sup_{x \in E_{\varepsilon_0}} W(x) - \frac{3\varepsilon}{4},
\]
so
\[
\int_0^1 C(E_{\varepsilon_0}, \delta, x) \, d\delta = W(x) - \int_0^1 C(E_{\varepsilon_0}, \delta, x) \, d\delta < \frac{3\varepsilon}{4}.
\]

Let \( E_{\varepsilon} = E_{\varepsilon_0} \cap B_\rho(a) \). Then \( E_{\varepsilon} \) is compact, \( C_{\alpha,q}(E_{\varepsilon}) > 0 \), and
\[
\int_0^1 C(E_{\varepsilon}, \delta, x) \, d\delta < \frac{3\varepsilon}{4} + C_{\alpha,q}(B_\rho(a))^{p-1} \int_0^1 \delta^{(\alpha q - d(p-1) - 1)} \, d\delta < \varepsilon
\]
if \( p \) is small enough.

**Proof of Theorem 2.** — If the property fails, choose \( E_{\varepsilon} \) by the lemma. Let \( \mu \) be its capacitary measure. Then
\[
\mu(E_{\varepsilon}) = \int_{E_{\varepsilon}} V_{\alpha,q}^\mu \, d\mu = \int_{R^d} (G_\alpha * \mu)^p \, dx \leq A \int_{E_{\varepsilon}} W^\mu \, d\mu.
\]

But by property (h) on p. 163 \( \mu(E_{\varepsilon} \cap B_\delta(x)) \leq C_{\alpha,q}(E_{\varepsilon} \cap B_\delta(x)) \), so
\[
W^\mu(x) \leq \int_0^1 \left( \frac{C_{\alpha,q}(E_{\varepsilon} \cap B_\delta(x))}{\delta^{d - \alpha q}} \right)^{p-1} \frac{d\delta}{\delta} < \varepsilon \quad \text{for} \quad x \in E_{\varepsilon}.
\]
Thus \( \int V^\mu \, d\mu < A\varepsilon \mu(E_{\varepsilon}) \) which is a contradiction if \( A\varepsilon < 1 \). The Kellogg property follows.

**Remark.** — John L. Lewis has given a different, simpler proof of Theorem 1, obtaining the good-\( \lambda \) inequality
\[
|\{x; R_\alpha * \mu(x) > C_1 \lambda\}| \leq C_2 \varepsilon |\{x; R_\alpha * \mu(x) > \lambda\}| + \left| \left\{ x; \left( \int_0^\infty (\delta^{\alpha q - d} \mu(B_\delta(x))^p \frac{d\delta}{\delta} \right)^{1/p} > \varepsilon \lambda \right\} \right|
\]
where \( C_1 \) and \( C_2 \) are positive absolute constants and \( \lambda > 0 \) and \( 0 < \varepsilon < 1/2 \) are arbitrary.

**Remark added in April 1983.** — Per Nilsson recently observed the inequality
\[
A^{-1}(R_\alpha * \mu)^*(x) \leq \left( \int_0^\infty (\delta^{\alpha q - d} \mu(B_\delta(x))^p \frac{d\delta}{\delta} \right)^{1/p} \leq A(R_\alpha * \mu)(x),
\]
where \# denotes the Fefferman-Stein « sharp » operation. Theorem 1 then follows from the Fefferman-Stein inequality for the sharp function. See Acta Math. 129 (1972), 137-193, Theorem 5.

Nilsson also noticed that Theorem 1 means that the positive cones in \( L^p \) and in the Besov space \( B^{-s,p} \) coincide. See J. Peetre, New thoughts on Besov spaces, Duke University, Durham, N. C., 1976, Theorem 4 in Ch. 8.


We shall use the dyadic cubes \( Q \) and expanded cubes \( \bar{Q} \) of section 3. For any such \( Q \) we let \( \varphi_Q \) be a \( C^\infty \) function such that \( \chi_Q \leq \varphi_Q \leq \chi_Q \). We write \( \int \varphi_Q \, d\mu = \mu(\varphi_Q) \). As in section 3 one easily finds that there are constants \( A, \ell_1 \) and \( \ell_2 \) such that for \( \mu \in \mathcal{M}^+ \)

\[
A^{-1} \sum_{\ell(Q) \leq \ell_1} \left( \frac{\mu(\varphi_Q)}{\ell(Q)^{d-2q}} \right)^{p-1} \varphi_Q(x) \leq W_{s,q}^\mu(x) \leq A \sum_{\ell(Q) \leq \ell_2} \left( \frac{\mu(\varphi_Q)}{\ell(Q)^{d-2q}} \right)^{p-1} \varphi_Q(x).
\]

We set \( W_{s,q}^\mu(x) = \sum_{\ell(Q) \leq \ell_1} \left( \frac{\mu(\varphi_Q)}{\ell(Q)^{d-2q}} \right)^{p-1} \varphi_Q(x) \), and

\[
\int W_{s,q}^\mu \, d\mu = \mathcal{J}(\mu).
\]

The reason for introducing the functions \( \varphi_Q \) is that in this way we get a lower semicontinuous \( W^\mu \). By Theorem 1 we have

\[
A^{-1} \int W_{s,q}^\mu \, d\mu \leq \int V_{s,q}^\mu \, d\mu = \int (G_a * \mu)^p \, dx \leq A \int W_{s,q}^\mu \, d\mu.
\]

In the classical potential theory of Gauss, Frostman, H. Cartan, etc., the energy of a measure \( \mu \) plays a fundamental role. In our situation, where we use Bessel potentials, the energy of a measure \( \mu \) in \( \mathcal{M}^+ \cap L^2 \) is

\[
I(\mu) = \int G_{2a} * \mu \, d\mu = \int (G_a * \mu)^2 \, dx.
\]

In the nonlinear situation, the generalized energy,

\[
I(\mu) = \int V_{s,q}^\mu \, d\mu = \int (G_a * \mu)^p \, dx
\]
plays a similar part, although the difficulties mentioned in the introduction arise. Here we shall show that using the equivalent functional 
\[ J(\mu) = \int \mathcal{W}_{a,q} d\mu \] as the energy one can develop nonlinear potential theory in a way which completely parallels the classical theory as exposed in e.g. Carleson [8, ch. III] or Landkof [23, ch. II]. In particular the problems associated with the number \( q = 2 - \frac{\alpha}{d} \) disappear.

This program is carried out in a series of propositions. These may be of some interest in themselves, but our motivation is that they lead to proofs of Theorems 2, 3 and 4, and we carry the theory as far as we need to achieve that goal.

In what follows \( \alpha \) and \( q \) will be fixed, and we usually drop those indices.

We have 
\[ J(\mu) = \int \mathcal{W}^{\infty} d\mu = \sum_{\ell(Q) \leq 1} \ell'(Q)^{(d-q)(1-p)} \mu(\varphi_Q)^p, \] which we abbreviate by writing
\[ J(\mu) = \sum_{\ell(Q) \leq 1} a_Q \mu(\varphi_Q)^p. \]

For a compact \( K \) we now define the capacity \( \mathscr{C}_{a,q}(K) = \mathscr{C}(K) \) by
\[ \mathscr{C}(K)^{1/q} = \sup \{ \mu(K); \mu \in \mathcal{M}^+(K), J(\mu) \leq 1 \}, \]
or equivalently
\[ \mathscr{C}(K)^{-1} = \inf \{ J(\mu)^{-1}; \mu \in \mathcal{M}_e^+(K) \}, \]
where we denote \( \{ \mu \in \mathcal{M}^+(K); \mu(K) = 1 \} = \mathcal{M}_e^+(K) \).

\( \mathscr{C}(\cdot) \) is extended to arbitrary sets as an outer capacity in the usual way:
\[ \mathscr{C}(G) = \sup \{ \mathscr{C}(K); K \text{ compact, } K \subset G \} \text{ if } G \text{ open.} \]
\[ \mathscr{C}(E) = \inf \{ \mathscr{C}(G); G \text{ open, } G \supseteq E \}, \text{ E arbitrary.} \]

By Theorem 1, \( \mathcal{C}_{a,q} \) and \( \mathscr{L}_{a,q} \) are equivalent capacities, i.e.
\[ A^{-1} \mathcal{C}_{a,q}(E) \leq \mathscr{L}_{a,q}(E) \leq AC_{a,q}(E). \]

**Proposition 1.** — Let \( K \subset \mathbb{R}^d \) be compact. Then there is a \( \gamma \in \mathcal{M}_e^+(K) \) which minimizes \( J(\cdot) \), so that 
\[ J(\gamma) = \mathscr{L}_{a,q}(K)^{1-p}. \]
Moreover \( \mathcal{W}_{a,q}(x) \geq J(\gamma) (\alpha,q) - \text{q.e. on } K. \)
Proof. - Only the last assertion needs proof. Suppose $\mathcal{W}^\gamma(x) < \mathcal{J}(\gamma)$ on a subset of $K$ with positive capacity. Then there is an $\varepsilon > 0$ and a compact

$$F \subset K \cap \{x; \mathcal{W}^\gamma(x) < \mathcal{J}(\gamma) - \varepsilon\}$$

such that $\mathcal{C}(F) > 0$. Let $\tau \in \mathcal{M}_e^+(F)$ and $\mathcal{J}(\tau) < \infty$, and set

$$\mu_\delta = (1 - \delta)\gamma + \delta \tau, \quad 0 < \delta \leq 1,$$

so that $\mu_\delta \in \mathcal{M}_e^+(K)$, and thus $\mathcal{J}(\mu_\delta) \geq \mathcal{J}(\gamma)$. This leads to a contradiction. In fact, consider

$$\mathcal{J}(\mu_\delta) = \mathcal{J}(\gamma + \delta(\tau - \gamma)) = \sum_{\tau(Q) \leq 1} a_Q(\gamma(\varphi_Q) + \delta(\tau(\varphi_Q) - \gamma(\varphi_Q)))^p.$$

By the mean value theorem

$$(\gamma(\varphi_Q) + \delta(\tau(\varphi_Q) - \gamma(\varphi_Q)))^p$$

$$= \gamma(\varphi_Q)^p + \delta(\tau(\varphi_Q) - \gamma(\varphi_Q)) p(\gamma(\varphi_Q) + \xi_Q(\tau(\varphi_Q) - \gamma(\varphi_Q)))^{p-1},$$

where $0 < \xi_Q < \delta$.

Moreover

$$0 \leq \gamma(\varphi_Q) + \xi_Q(\tau(\varphi_Q) - \gamma(\varphi_Q)) \leq \gamma(\varphi_Q) + \tau(\varphi_Q).$$

Thus

$$\mathcal{J}(\mu_\delta) = \mathcal{J}(\gamma) + \delta p \sum_{\tau(Q) \leq 1} a_Q(\tau(\varphi_Q) - \gamma(\varphi_Q))(\gamma(\varphi_Q) + \xi_Q(\tau(\varphi_Q) - \gamma(\varphi_Q)))^{p-1}.$$ 

Now the sum of the absolute values is majorized by

$$\sum_{\tau(Q) \leq 1} a_Q(\gamma(\varphi_Q) + \tau(\varphi_Q))^p \leq A \mathcal{J}(\gamma) + A \mathcal{J}(\tau) < \infty.$$

It follows that we can let $\xi_Q \to 0$ in the sum, and obtain

$$\mathcal{J}(\mu_\delta) = \mathcal{J}(\gamma) + \delta p(\sum_{\tau(Q) \leq 1} a_Q(\tau(\varphi_Q) - \gamma(\varphi_Q))(\gamma(\varphi_Q) + \xi_Q(\tau(\varphi_Q) - \gamma(\varphi_Q)))^{p-1}$$

$$= \mathcal{J}(\gamma) + \delta p \left( \int \mathcal{W}^\gamma d\tau - \mathcal{J}(\gamma) \right) + o(\delta) \leq \mathcal{J}(\gamma) - \delta p \varepsilon + o(\delta) < \mathcal{J}(\gamma)$$

if $\delta$ is small enough.

**Proposition 2.** - $\mathcal{W}^\gamma_{a_\delta}(x) \leq \mathcal{J}(\gamma)$ everywhere on $\text{supp} \, \gamma$.

**Proof.** - Suppose $\mathcal{W}^\gamma(x_0) > \mathcal{J}(\gamma)$. Then $\mathcal{W}^\gamma(x) > \mathcal{J}(\gamma)$ on a neighborhood $G$ of $x_0$. If $x_0 \in \text{supp} \, \gamma$, then $\gamma(G) > 0$. But by
proposition 1, \( \mathcal{W}^\gamma(x) \geq \mathcal{I}(\gamma) \) q.e. on \( K \), and thus a.e. \( (\gamma) \), whence the contradiction \( \int \mathcal{W}^\gamma d\gamma > \mathcal{I}(\gamma) \).

If \( \mu \in \mathcal{M} \) is a signed measure, \( \mu = \mu_+ - \mu_- \), such that \( \mathcal{I}(\mu_+ + \mu_-) < \infty \) we define

\[
\mathcal{W}^{-\mu}(x) = \sum_{\ell(Q) \leq 1} a_0 |\mu(\varphi_Q)|^{p-2} \mu(\varphi_Q)\varphi_Q(x);
\]

\[
\mathcal{I}(\mu) = \int \mathcal{W}^{-\mu} d\mu = \sum_{\ell(Q) \leq 1} a_0 |\mu(\varphi_Q)|^p.
\]

Let \( E_\lambda = \{ x; \mathcal{W}^{-\mu}(x) > \lambda \text{ or } \mathcal{W}^{-\mu + \mu_-}(x) = +\infty \} \).

**Proposition 3.** - *With the above notation* \( \mathfrak{C}_{a,q}(K) \leq \frac{1}{\lambda^q} \mathcal{I}(\mu) \) *for any compact* \( K \subseteq E_\lambda \).

**Remark.** - We have not proved that

\[
\mathfrak{C}_{a,q}(E_\lambda) = \sup \{ \mathfrak{C}_{a,q}(K); K \subseteq E_\lambda, K \text{ compact} \},
\]

so we cannot immediately replace \( K \) by \( E_\lambda \) in the proposition. But since Choquet's capacitability theorem applies to \( C_{a,q} \) (see e.g. [24]), and since \( C_{a,q} \) is equivalent to \( \mathfrak{C}_{a,q} \), we have \( \mathfrak{C}_{a,q}(E_\lambda) \leq \frac{A}{\lambda^q} \mathcal{I}(\mu) \). It is of course not difficult to prove that Choquet's theorem applies to \( \mathfrak{C}_{a,q} \) as well. Cf. [23, ch. II].

**Proof.** - First let \( \mu \in \mathcal{M}^+ \), and let \( \sigma \) be a probability measure with \( \mathcal{I}(\sigma) < \infty \) and \( \text{supp} \sigma \subseteq E_\lambda \). Then

\[
\lambda \leq \int \mathcal{W}^{-\mu} d\sigma = \sum a_0 |\mu(\varphi_Q)|^{p-1} \sigma(\varphi_Q) < \mathcal{I}(\mu)^{1/q} \mathcal{I}(\sigma)^{1/p},
\]

thus

\[
\mathcal{I}(\sigma)^{1-q} \leq \lambda^{-q} \mathcal{I}(\mu).
\]

Choosing \( \sigma_K \) as extremal measures for compact subsets \( K \) of the open set \( E_\lambda \) we find

\[
\mathfrak{C}_{a,q}(E_\lambda) = \sup \{ \mathfrak{C}_{a,q}(K); K \subseteq E_\lambda, K \text{ compact} \} = \sup \mathcal{I}(\sigma_K)^{1-q} \leq \lambda^{-q} \mathcal{I}(\mu).
\]

It follows in particular that \( \mathfrak{C}_{a,q}(\{ x; \mathcal{W}^{-\mu}(x) = \infty \}) = 0 \).
Now we let $\mu$ be a signed measure, and we let $K \subset E$. By the above we can assume $\mathcal{W}^{\mu_{+}+\mu_{-}} < \infty$ on $K$. If $\sigma_{K}$ again is the extremal probability measure for $K$ we find in the same way

$$\lambda \leq \int \mathcal{W}^{\mu} d\sigma_{K} = \Sigma a_{Q}|\mu(\phi_{Q})|^{p-2} \mu(\phi_{Q}) \sigma_{K}(\phi_{Q}) \leq \mathcal{I}(\mu)^{1/q} \mathcal{I}(\sigma_{K})^{1/p},$$

which proves the proposition.

**Proposition 4.** — Let $K$ be compact. Then

$$\mathcal{C}_{\alpha,q}(K) = \inf \{ \mathcal{I}(\mu); \mu \in \mathcal{M}^{+}, \mathcal{W}^{\mu}_{\alpha,q}(x) \geq 1 (\alpha,q)\text{-q.e. on } K \}.$$

**Proof.** — By the argument in the proof of Proposition 3

$$\mathcal{C}_{\alpha,q}(K) \leq \inf \{ \mathcal{I}(\mu); \mu \in \mathcal{M}^{+}, \mathcal{W}^{\mu}(x) \geq 1 \text{ q.e. on } K \}.$$

But the capacitary measure $\gamma_{K}$, normalized so that

$$\gamma_{K}(K) = \mathcal{C}_{\alpha,q}(K),$$

gives $\mathcal{W}^{\gamma_{K}}(x) \geq 1 \text{ q.e. on } K$ by Proposition 1.

**Proposition 5.** — Let $K$ be compact. Then

$$\mathcal{C}_{\alpha,q}(K) = \sup \{ \mu(K); \mu \in \mathcal{M}^{+}(K), \mathcal{W}^{\mu}_{\alpha,q}(x) \leq 1 \text{ on supp } \mu \}.$$

**Proof.** — Equality holds for $\mu = \gamma_{K}$. Suppose $\mu \in \mathcal{M}^{+}(K)$, $\mathcal{W}^{\mu}(x) \leq 1$ on supp $\mu$. Then $\mathcal{I}(\mu) = \int \mathcal{W}^{\mu} d\mu \leq \mu(K)$, so that

$$\mu(K) \leq \int \mathcal{W}^{\gamma_{K}} d\mu = \Sigma a_{Q}\gamma_{K}(\phi)^{p-1} \mu(\phi_{Q}) \leq \mathcal{I}(\gamma_{K})^{1/q} \mathcal{I}(\mu)^{1/p} \leq \mathcal{C}_{\alpha,q}(K)^{1/q} \mu(K)^{1/p},$$

and

$$\mu(K) \leq \mathcal{C}_{\alpha,q}(K).$$

**Proposition 6.** — If $\mu \in \mathcal{M}^{+}$ and $\mathcal{I}(\mu) < \infty$, then $\mathcal{W}^{\mu}_{\alpha,q}$ is $(\alpha,q)$-quasicontinuous, i.e. for any $\varepsilon > 0$ there is an open $G$ with $\mathcal{C}_{\alpha,q}(G) < \varepsilon$ such that $\mathcal{W}^{\mu}_{|G^{c}}$ is continuous on $G^{c}$.

**Proof.** — $\mathcal{W}^{\mu}(x) = \sum_{\ell(Q) \leq 1} a_{Q}\mu(\phi_{Q})^{p-1} \phi_{Q}(x)$. 
Set

\[ \mathcal{W}_n^\mu(x) = \sum_{2^{-n} \in \ell(Q) \leq 1} a_Q \mu(\varphi_Q)^{p-1} \varphi_Q(x), \]

so that \( \mathcal{W}_n^\mu \) is continuous. Then

\[ \int (\mathcal{W}_n^\mu - \mathcal{W}_n^\nu) \, d\mu = \sum_{\ell(Q) \leq 2^{-n}} a_Q \mu(\varphi_Q)^p = \varepsilon_n \to 0 \quad \text{as} \quad n \to \infty. \]

Let

\[ E_\lambda = \{ x ; \mathcal{W}_n^\mu(x) - \mathcal{W}_n^\nu(x) > \lambda \}. \]

Then as in the proof of Proposition 3, \( \mathcal{C}_{a,q}(E_\lambda) \leq \lambda^{-q} \varepsilon_n \). Let \( \varepsilon > 0 \), choose \( n_j \to \infty \) and \( \lambda_j \to 0 \) so that \( \sum_{j=1}^{\infty} \lambda_j^{-q} \varepsilon_{n_j} < \varepsilon \). Set \( G = \bigcup_{j=1}^{\infty} E_{\lambda_j} \), so that \( G \) is open and \( \mathcal{C}_{a,q}(G) < \varepsilon \). Then, outside \( G \) we have \( 0 \leq \mathcal{W}_n^\nu(x) - \mathcal{W}_n^\mu(x) \leq \lambda_j \) for all \( j \), so \( \mathcal{W}_n^\nu \) converges uniformly to \( \mathcal{W}_n^\mu(x) \), which proves the proposition.

In the next two propositions we extend Proposition 1 to arbitrary sets. Cf. Maz'ja-Havin [24, Theorem 5.5].

**Proposition 7.** — Let \( G \) be open with \( \mathcal{C}_{a,q}(G) < \infty \). Then there is a measure \( \gamma \in \mathcal{M}_e^+(\overline{G}) \) such that

\[ \mathcal{W}_{a,q}(x) \geq \mathcal{I}(\gamma) = \mathcal{C}_{a,q}(G)^{1-p} \quad (a,q) \text{- q.e. on } G. \]

**Remark.** — As we shall see later in Theorem 4 the inequality is true everywhere on \( G \).

**Proof.** — Let \( K_n \supset G \) be compact sets such that as \( n \to \infty \), \( \mathcal{C}(K_n) \)
tends to \( \sup_{K \subset G} \mathcal{C}(K) = \mathcal{C}(G) \), and let \( \gamma_n \in \mathcal{M}_e^+(K_n) \) be the corresponding capacitary measures. By weak compactness there is a subsequence \( \{ \gamma_{n_k} \} \) that converges weakly to \( \gamma \in \mathcal{M}_e^+(\overline{G}) \) with \( \mathcal{I}(\gamma) \leq \liminf \mathcal{I}(\gamma_{n_k}) \).

If \( m < n \), then

\[ 1/2 (\gamma_m + \gamma_n) \in \mathcal{M}_e^+(K_n), \quad \text{and thus} \quad \mathcal{I}(1/2(\gamma_m + \gamma_n)) \geq \mathcal{I}(\gamma_n). \]

As \( m, n \to \infty \), \( \mathcal{I}(\gamma_m) \) and \( \mathcal{I}(\gamma_n) \) decrease to \( \mathcal{C}(G)^{1-p} \). It follows from
uniform convexity (Clarkson’s inequalities, Clarkson [11]) that
\[ \mathcal{J}(\gamma_m - \gamma_n) = \sum a_Q|\gamma_m(\varphi_Q) - \gamma_n(\varphi_Q)|^p \to 0. \]
Choosing \( \varepsilon > 0 \) and letting \( n \to \infty \) we find
\[ \mathcal{J}(\gamma_m - \gamma) \leq \lim \inf_{n \to \infty} \mathcal{J}(\gamma_m - \gamma_n) < \varepsilon \]
for \( m \) large enough, and thus \( \lim_{m \to \infty} \mathcal{J}(\gamma_m - \gamma) = 0 \). It follows easily from Proposition 3 and the remark following it that a subsequence \( \{\mathcal{W}^\gamma_m\} \) converges to \( \mathcal{W}^\gamma(x) \) q.e., thus that \( \mathcal{W}^\gamma(x) \geq \mathcal{J}(\gamma) \). Then \( \gamma \) has to be a probability measure, and the proposition is proved.

**Proposition 8.** — Let \( E \) be an arbitrary set with \( 0 < \mathcal{C}_{a, q}(E) < \infty \). Then there is a \( \gamma \in \mathcal{M}_e^+(E) \) such that
\[ \mathcal{W}^\gamma_{a, q}(x) \geq \mathcal{J}(\gamma) = \mathcal{C}_{a, q}(E)^{1-p} (a, q) \text{ q.e. on } E. \]
Moreover \( \mathcal{W}^\gamma_{a, q}(x) \leq \mathcal{J}(\gamma) \) everywhere on \( \text{supp } \gamma \).

**Proof.** — Let \( G_n, G_n \supseteq E, \) be a decreasing sequence of open sets such that \( \overline{G_{n+1}} \subset G_n, \ E = \bigcap_{1}^{\infty} \overline{G_n}, \) and \( \mathcal{C}_{a, q}(G_n) \to \mathcal{C}_{a, q}(E), \) and let \( \gamma_n \in \mathcal{M}_e^+(\overline{G_n}) \) be the corresponding capacitary measures (Proposition 7). If \( m < n \) then \( \mathcal{J}(\gamma_m) \leq \mathcal{J}(\gamma_n), \) and \( 1/2(\gamma_m + \gamma_n) \in \mathcal{M}_e^+(G_m), \) so \( \mathcal{J}(\gamma_m + \gamma_n) \geq \mathcal{J}(\gamma_m). \) Again \( \mathcal{J}(\gamma_m - \gamma_n) \to 0 \) by Clarkson’s inequalities, and there is a \( \gamma \in \mathcal{M}_e^+(E) \) such that \( \mathcal{J}(\gamma_m - \gamma) \to 0 \) as \( m \to \infty \). That \( \mathcal{W}^\gamma(x) \geq \mathcal{J}(\gamma) \) q.e. on \( E \) and \( \mathcal{W}^\gamma(x) \leq \mathcal{J}(\gamma) \) on \( \text{supp } \gamma \) follows easily as before.

**Proposition 9.** — Let \( E \) be an arbitrary set with \( 0 < \mathcal{C}_{a, q}(E) < \infty \). Let \( \mu \) be the measure constructed in Proposition 8, but normalized so that \( \mu(E) = \mathcal{C}_{a, q}(E). \) Then \( \mu(S) \leq \mathcal{C}_{a, q}(E \cap S) \) for any Borel set \( S. \)

**Proof.** — First suppose \( E \) is open. Let \( \{F_n\}_{1}^{\infty} \) be compact subsets of \( E \) such that the corresponding capacitary measures \( \mu_n \) with \( \mu_n(F_n) = \mathcal{C}_{a, q}(F_n) \) converge weakly to \( \mu. \) Let \( K \) be a compact subset of \( S. \) Then \( \sigma_n = \mu_n|_K \) satisfies \( \mathcal{W}^\sigma_n(x) \leq 1 \) on \( \text{supp } \sigma_n < K \cap F_n, \) so \( \mu_n(K) = \sigma_n(K) \leq \mathcal{C}_{a, q}(K \cap F_n) \leq \mathcal{C}_{a, q}(S \cap E). \)
By weak convergence it follows that \( \mu(K) \leq \mathcal{C}_{a,q}(S \cap E) \). Since \( S \) is Borel it follows that \( \mu(S) \leq \mathcal{C}_{a,q}(S \cap E) \).

Now let \( E \) be arbitrary. Let \( V \) be an open neighborhood of \( S \cap E \) such that \( \mathcal{C}_{a,q}(V) < \mathcal{C}_{a,q}(S \cap E) + \varepsilon \), for some \( \varepsilon > 0 \). Let \( \{G_n\} \) be open sets containing \( E \) such that \( \mathcal{C}_{a,q}(G_n) \to \mathcal{C}_{a,q}(E) \) and such that \( S \cap G_n \subset V \). Let \( \mu_n \) be the capacitary measures for \( G_n \), and suppose \( \mu_n \to \mu \) weakly. By the above \( \mu_n(S) \leq \mathcal{C}_{a,q}(S \cap G_n) \leq \mathcal{C}_{a,q}(V) < \mathcal{C}_{a,q}(S \cap V) + \varepsilon \). The lemma follows.

**Proposition 10.** — Let \( E \) be an arbitrary set. Let \( x_0 \in \mathcal{C}_{a,q}(E) \cap \bar{E} \), let \( \varepsilon > 0 \), and suppose that \( \mathcal{C}_{a,q}(E \cap G) > 0 \) for all neighborhoods \( G \) of \( x_0 \). Then for every sufficiently small \( G \) the (normalized) capacitary measure \( \mu \) for \( E \cap G \) satisfies \( \mathcal{H}_{a,q}(x_0) < \varepsilon \) and \( \mathcal{H}_{a,q}(x) \geq 1 \) \( (a,q) \)-q.e. on \( E \cap G \).

**Proof.** — By definition \( \mathcal{H}_{a,q}(x_0) \leq A \sum_{n=0}^{\infty} (2^{n(d-aq)}\mu(B_{2^{-n}}(x_0)))^{p-1} \).

Choose \( \varepsilon' > 0 \) and choose \( N \) so large that

\[
\sum_{n=N}^{\infty} (2^{n(d-aq)}\mathcal{C}_{a,q}(E \cap B_{2^{-n}}(x_0)))^{p-1} < \varepsilon'.
\]

It follows from Proposition 9 that if \( G \subset B_{2^{-N}}(x_0) \), then

\[
\mathcal{H}_{a,q}(x_0) \leq A \left( \sum_{n=0}^{N-1} 2^{n(d-aq)(p-1)} \right) \mathcal{C}_{a,q}(E \cap B_{2^{-N}}(x_0))^{p-1} + A \varepsilon' \leq 2A \varepsilon',
\]

if \( N \) is large enough. Here we have used the observation that convergence of the series

\[
\sum_{n=0}^{\infty} (2^{n(d-aq)}\mathcal{C}_{a,q}(E \cap B_{2^{-n}}(x_0)))^{p-1}
\]

implies that \( \lim_{N \to \infty} (2^{N(d-aq)}\mathcal{C}_{a,q}(E \cap B_{2^{-N}}(x_0)))^{p-1} = 0 \) in case \( \alpha q < d \), and that \( \lim_{N \to \infty} \mathcal{C}_{a,q}(E \cap B_{2^{-N}}(x_0))^{p-1} = 0 \) in case \( \alpha q = d \).

**Proof of Theorem 3.** — We can now copy Choquet’s original proof [9]. See also [17]. Let \( E \subset \mathbb{R}^4 \), and let \( \{O_n\}_{n=1}^{\infty} \) be an enumeration of all rational balls (i.e. \( O_n = \{x; |x - x_n| < r_n\} \) with \( x_n \) and \( r_n \) rational) that intersect \( E \). Let
\( \mathcal{W}_n \) be the capacitary potential for \( E \cap O_n \), if \( \mathcal{W}_n(E \cap O_n) > 0 \), so that \( \mathcal{W}_n(x) \geq 1 \) q.e. on \( E \cap O_n \), and set \( A_n = \{ x \in E \cap O_n : \mathcal{W}_n(x) < 1 \} \). Set \( A_n = E \cap O_n \) if \( \mathcal{W}_n(E \cap O_n) = 0 \). Then, by Proposition 10,

\[
e_{a,q}(E) \subset (\text{ext } E) \cup \left( \bigcup_{n=1}^{\infty} A_n \right).
\]

(We shall see below in Theorem 4 that equality holds.)

Let \( \varepsilon > 0 \). Since \( \mathcal{W}_n(x) \geq 1 \) q.e. on \( E \cap O_n \) and since \( \mathcal{W}_n \) is quasicontinuous, there is an open \( \omega_n \), \( \mathcal{C}_{a,q}(\omega_n) < \varepsilon 2^{-n} \), such that \( \mathcal{W}_n|_{\omega_n} \) is continuous on \( \omega_n \), and \( \mathcal{W}_n(x) \geq 1 \) on \( E \cap O_n \cap \omega_n \). Set \( F = E \cap \left( \bigcap_{n=1}^{\infty} \omega_n \right) \), so that \( F = E \cap \left( \bigcap_{n=1}^{\infty} \omega_n \right) \). Then \( G = (F)^{c} \) has the required properties. In fact, \( \mathcal{W}_n \) is continuous on \( F \) and \( \mathcal{W}_n(x) \geq 1 \) on \( F \cap O_n \), so it follows that \( \mathcal{W}_n(x) \geq 1 \) on \( F \cap O_n \), and thus \( F \cap A_n = \emptyset \). Thus \( \mathcal{W}(E) \subset (F)^{c} \). Moreover

\[
(F)^{c} \cap E \subset F^{c} \cap E \subset \bigcup_{n=1}^{\infty} \omega_n, \quad \text{so} \quad \mathcal{C}_{a,q}((F)^{c} \cap E) < \varepsilon, \quad \text{q.e.d.}
\]

In order to prove Theorem 4 we need one more proposition. Since we are interested not just in measures \( \mu \) with bounded \( \mathcal{W}^{\mu} \) or finite \( J(\mu) \), we have to replace Proposition 3 with the following.

**Proposition 11.** — Let \( \mu \in \mathcal{M}^{+} \). Then

\[
\mathcal{C}_{a,q}(\mathcal{W}^{\mu}_{a,q}(x) > \lambda^{\frac{1}{\alpha}}) \leq \frac{A}{\lambda^{\alpha-1}} \mu(1).
\]

**Remark.** — This estimate is false for \( \nu_{a,q} \) if \( 1 < q \leq 2 - \frac{\alpha}{d} \). In fact, in this case \( \nu_{a,q} \equiv + \infty \) if \( \mu \) is a point mass. The estimate was proved for \( \nu_{a,q} \), \( q \geq 2 \), by Adams-Meyers [2; Prop. 4.4], and extended to \( q > 2 - \frac{\alpha}{d} \) by Adams-Hedberg [1; Lemma 4]. For \( q = 2 \) it is of course classical. See e.g. Carleson [8; Theorem III.5]. The observation that \( \mathcal{W}^{\nu}_{a,q}(x) < \infty \) (\( a,q \))-q.e. is due to Meyers [25; Theorem 2.1] and the proof given here (and in [1]) is just a modification of his proof.

**Proof.** — It is enough to prove the estimate for \( \mathcal{W}^{\nu}_{a,q} \). Let \( \gamma \) be the capacitary measure for a compact subset \( K \) of \( \{ \mathcal{W}^{\nu}_{a,q}(x) > \lambda \} \), normalized so
that $\gamma(K) = \mathcal{C}_{a,q}(K)$. To simplify the proof we assume that $K \subset B_{1/2}(0)$.

Let $x \in \text{supp} \gamma$, and set $M_x \mu(x) = \sup_{r > 0} \frac{\mu(B_r(x))}{\gamma(B_r(x))}$. Then

$$W_{a,q}^\mu(x) = \int_0^1 \left( \frac{\mu(B_r(x))}{r^d - a} \right)^p \frac{1}{r} \leq AM_x \mu(x)^{p-1} W_{a,q}^\gamma(x) \leq AM_x \mu(x)^{p-1},$$

since $W_{a,q}^\gamma(x) \leq A W_{a,q}^\gamma(x)$, and $W_{a,q}^\gamma(x) \leq 1$ on $\text{supp} \gamma$. Thus

$$\text{supp} \gamma \subset \{AM_x \mu(x)^{p-1} > \lambda\} = \left\{ M_x \mu(x) > \left( \frac{\lambda}{A} \right)^{q-1} \right\}.$$ 

By a well-known covering lemma (see e.g. Stein [26; Ch. I. 1.6]) one can cover $\text{supp} \gamma$ with a union of balls $B_i = B_{1/2}(x_i)$ so that the balls $B_i = B_{1/5}(x_i)$ are disjoint, and

$$\frac{\mu(1/5 B_i)}{\gamma(B_i)} > \left( \frac{\lambda}{A} \right)^{q-1}.$$ 

It follows that

$$\mathcal{C}_{a,q}(K) = \gamma(K) \leq \sum_i \gamma(B_i) < \left( \frac{A}{\lambda} \right)^{q-1} \sum_i \mu \left( \frac{1}{5} B_i \right) \leq \left( \frac{A}{\lambda} \right)^{q-1} \mu(1),$$

q.e.d.

**Remark.** — One can avoid having recourse to the balls $\frac{1}{5} B_i$ by appealing to the deeper covering theorem of Besicovitch [4]. What we have proved is enough for the proof of Theorem 4.

**Proof of Theorem 4.** — In one direction the theorem follows from Proposition 10, and (in case $C_{a,q}(E \cap G) = 0$ for all neighborhoods $G$ of $x_0$) from the observation that if $E$ is thin at $x_0$, then there is an open set containing $E \setminus \{x_o\}$ which is also thin at $x_0$.

The proof of the converse follows Adams-Meyers [2; Theorem 5.1]. See also Frostman [12]. (The proof given in [17] requires $W^\mu$ to be bounded.)

Let $x_0 \in E \subset \mathbb{R}^d$, and suppose there is a $\mu \in \mathcal{M}^+$ such that

$$\lim \inf_{x \to x_0, x \in E \setminus \{x_0\}} W_{a,q}^\mu(x) - W_{a,q}^\mu(x_0) = \eta > 0.$$
We claim this implies that \( x_0 \in \varepsilon_{a,q}(\mathcal{E}) \), i.e.

\[
\int_0^1 \delta^{(aq-d(p-1))C_{\varepsilon,q}(\mathcal{E} \cap B_{\delta}(x_0))^{p-1} \delta^{-1} \, d\delta < \infty.
\]

We first observe that the assumptions imply that for any \( \varepsilon > 0 \) and \( r > 0 \) there is a \( \gamma \in \mathcal{M}^+(B(x_0, r)) \) such that \( W^\gamma(x_0) < \varepsilon \) and

\[
\liminf_{x \to x_0, x \neq x_0} W^\gamma(x) \geq 1.
\]

To see this let \( r > 0 \) and set \( \mu_r = \mu|_{B_r(x_0)} \). Let \( |x-x_0| < \frac{r}{2} \). Then \( \mu_r(B_\delta(x)) = \mu(B_\delta(x)) \) if \( \delta < \frac{r}{2} \), so

\[
W^\mu(x) - W^{\mu_r}(x) = \int_{r/2}^1 \frac{\mu(B_\delta(x))^{p-1} - \mu_r(B_\delta(x))^{p-1}}{\delta^{(d-\delta q)(p-1)}} \, d\delta,
\]

which is a continuous function of \( x \). Thus

\[
\liminf_{x \to x_0, x \neq x_0} W^{\mu_r}(x) - W^{\mu}(x_0) = \liminf_{x \to x_0, x \neq x_0} W^\mu(x) - W^\mu(x_0) = \eta.
\]

On the other hand \( W^{\mu_r}(x_0) \to 0 \) as \( r \to 0 \), so we can choose \( r \) so small that \( W^{\mu_r}(x_0) < \varepsilon \). Now choose \( \gamma = \eta^{-q} \mu_r \).

With this \( \gamma \) we let \( \rho < r \) and set \( \gamma_\rho = \gamma|_{B_\rho(x_0)} \), \( \gamma = \gamma_\rho + \gamma_\rho' \). For \( |x-x_0| < \frac{\rho}{2} \) we have

\[
W^{\gamma_\rho}(x) \leq \int_{\rho/2}^1 \left( \frac{\gamma_\rho(B_\delta(x))}{\delta^{d-\rho q}} \right)^{p-1} \frac{d\delta}{\delta} \leq \int_{\rho/2}^{2\rho} \left( \frac{\gamma(B_\delta(x))}{\delta^{d-\rho q}} \right)^{p-1} \frac{d\delta}{\delta} + AW^\gamma(x_0)
\]

\[
= A \int_{\rho}^{2\rho} \left( \frac{\gamma(B_\delta(x_0))}{\delta^{d-\rho q}} \right)^{p-1} \frac{d\delta}{\delta} + AW^\gamma(x_0) \leq AW^\gamma(x_0) \leq A\varepsilon.
\]

But \( W^\gamma(x) \leq A_1(W^{\gamma_\rho}(x) + W^\gamma(x)) \), so on \( B_{\rho/2}(x_0) \cap \mathcal{E} \) we have

\[
W^{\gamma}(x) \geq \frac{1}{A_1} W^\gamma(x) - W^{\gamma_\rho}(x) \geq \frac{1}{2A_1} - A\varepsilon \geq \frac{1}{4A_1}
\]

if \( \rho \) and \( \varepsilon \) are
small enough. By Proposition 11
\[ \mathcal{E}_{a,q}(B_{p/2}(x_0) \cap E) \leq A\gamma_p(1) = A\gamma(B_p(x_0)). \]
This proves the theorem.
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